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ABSTRACT

An apparatus is described that can determine electrophoretic
mobilities of polar and non-polar colloidal dispersions down to

- 2 -1 -1
0 12 m s 1 V ~, with typical resolutions of 0.5 to 5%, depending

~1
on the nature of the dispersion being studied. The diffusion
coefficient and settling/convection velocity of the sample may be
determined simultaneously in real time with the electrophoretic
mobility. The technique, phase analysis light scattering (PALS),

is based upon classical laser-Doppler electrophoresis, but employs
signal processing of the time domain phase information within the
scattered light signal, rather than analysis of its frequency spectrum.
This allows much smaller electric field strengths to be employed,
thereby alleviating the usual heating problems associated with
electrophoretic studies of non-polar dispersions. PALS measurements
of typical aqueous latex dispersions with large mobilities and
non-polar dispersions with very small mobilities (down to

=12 2 -1 -1
m s

5 x 10 V ") are presented to illustrate the versatility

of the technique.
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CHAPTER ONE

INTRODUCTION

Colloid chemistry plays a vital role in modern pharmaceutical
drug delivery systems. Targetting of the active material to the
required part of the patient's body in a physiologically active form
is of paramount importance. For example, "Salbutamol" is a drug
widely used for the treatment of asthma. It functions by binding
with suitable receptors in the patient's lungs, stimulating bronchial
dilation, thereby allowing the patient to breathe more easily. The
obvious choice for delivery of the drug is by inhalation. Indeed,
other methods, such as the use of oral tablets, may lead to a
significant proportion of the drug being delivered to other parts of
the body, possibly causing undesirable side effects. The drug is
inhaled in the form of particles typically a few microns in size.
Whichever the method of delivering the drug particles, it is important
that they remain discrete, so as to reach the correct part of the

patient's lungs.

In the case of "Ventolin", a trade name for a system developed
and marketed by Glaxo Group Research, an aerosol delivery system is
employed. The drug is dispersed in a non-polar, highly volatile

liquid (a low molecular weight chlorofluorocarbon) and



contained within a pressurised aluminium cannister. The drug is
administered by actuation of a suitable metering valve, which causes

a controlled volume of the dispersion to spray into the patient's

mouth. As this spray travels towards the back of tﬁe mouth, the disp-
ersing medium rapidly evaporates, leaving a fine aerosol of drug
particles tO be inhaled. It is important that the drug dispersion
remains stable whilst in the pressurised container in order to

prevent valve blockage and to maximise the efficiency of the administered

dose.

Surfactants are employed to improve the stability of such
dispersions. The surfactants used must be physiologically inactive
and chemically inert with respect to the active ingredient. Oleic acid
is used in the Ventolin system, and it is possible that adsorption
of the surfactant onto the drug promotes charge development at the
solid/liquid interface, thereby increasing the kinetic stability of

the dispersion (see Chapter 2).

It is known empirically that the presence of trace amounts
of water in the dispersion medium can have detrimental effects on the
stability of the drug formulation. Thus, at the present time, rigorous
drying procedures are employed in order to keep moisture levels in
the dispersions below 15 p.p.m. by mass. However, an investigation
into the effects of varying quantities of trace water on the kinetic

stability and interfacial charge/potential properties of the



dispersions is of interest. Although the determination of kinetic
stability of these systems is, in principle, relatively straight
forward, the determination of interfacial charge/potential in such
systems is difficult, for reasons that will be deéescribed later. The
study of the effects of water on the drug sfstemswmay provide the

drug formulators with useful information. However, it will not
necessarily increase the colloid chemist's knowledge of the factors
controlling the influence of water on colloidal systems in

non-polar media.‘ Hence, a study of the effects of water on the
Astabiligy and ‘'surface charge/potential of model .systems, such.as‘_ﬂ
silica particlesvor swol;en, cross-linked polystyrene miéroqel pérticles
dispersed in non-polar media, is of interest. Although attempts have
been made in the past to investigate this field (Chapter 2), the
measurement of the surface charge/potential was difficult and
unreliable. The work described in this thesis has primarily been
concerned with the development of an apparatus with which one can
reliably and accurately determine the electrophoretic velocity of
particles dispersed in non-polar media, from which the interfacial
charge/potential can be estimated. A model colloidal system, consisting
of cross-linked polystyrene microgel particles dispersed in apolar
media has been studied with regard to the effects of trace water present
in the dispersion on the electrophoretic mobility of the particles. It

will be seen that the technique used to measure the electrophoretic

mobilities, "phase analysis light scattering" (PALS), can resolve




mobilities as low as 10-12 m2 s-1 V-l. The relationship between

electrophoretic mobility and surface charge/potential is discussed
in the next chapter. Chapter 3 describes the theory of classical
dynamic light scattering and phase analysis light scattering. The

development and validation of the PALS apparatus ig presented in

Chapter 4.

The preliminary studies on some non-polar dispersions are
described in chapter 5, where it will be seen that the results
obtained cannot be faithfully ascribed to the effects of water alone.
A discussion of Fhe new technique, its advantages and disadvantages,
is presented in chapter 6, along with comments on the preliminary

studies of water on non-polar systems.



CHAPTER TWO

COLLOIDAL DISPERSIONS IN NON-AQUEQUS MEDIA

2.1 COLLOID STABILITYl'z

Most colloidal dispersions are thermodynamically unstable,

due to interparticle van der Waals attractive forces. Repulsive
forces need to be generated between particles in order to prevent
aggregation. The repulsive force is usually invoked either by
adsorbing a suitable macromolecular material oﬁto the particle surface,
so-called "steric stabilisation"3'4, or by the generation of a
suitable interfacial charge/potential, so-called "electrostatic
stabilisation". Colloid stability is usually interpreted in terms

of the change in the interaction energy between two particles as

they approach. The estimation of the necessary attractive and repulsive
energy contributions to the total interaction energy is the basis

of the theory of Deryaguin and Landau5 and Verwey and Overbeeke,

referred to as "DLVO theory".

To a first approximation, the attractive force between two

particles arises through induced-dipole--induced-dipole interactions7.

Hamaker8 has derived the following equation for the attractive energy



term, VA' between two spherical colloidal particles as a function

of their separation, H, in vacuo,

= A 4 Y
vyl 12[ 2 3 +
X +Xy+X X +Xy+x+y
x2 + +
2 ln( > Xy + x )] (2.1)

X +Xy+x+y

H %

where x = /(a1 + az) and y = /az, with a1 and a2 being the radii

of the two particles. A is the Hamaker constant. A dispersion medium
influences the Hamaker constant and, therefore, affects the attraction
term. An effective Hamaker constant is calculated from the Hamaker

constants for the particle, App' and the medium, Amm, using

% } 2
A= (A -a ) (2.2)
jo)e] mm
The importance of eq. (2.2) is that it shows that the

attraction between two particles in a dispersion depends on the

r

similarity of the Hamaker constants. Theoretically, when App = Amm

there will be no attractive force. Particles and media of
similar chemical properties tend to have similar Hamaker constants.
Exploitation of this phenomenon proves very useful for the model

system studied inthis work.




2.2 ELECTROSTATIC STABILISATION IN POLAR MEDIA

2.2.1 THE ELECTRICAL DOUBLE LAYER

When a hydrophobic colloidal particle is immersed in a
polar medium, a separation of charge may occur at the interface.

A number of mechanisms may operate, including

(i) the ionisation of ionogenic groups at the particle
surface, e.q.

- +
————
COOH COO + H

(ii) ion adsorption, e.g.
OH + H —= o
— OH2

If the charged particle is dispersed in an aqueous electrolyte
solution, it is necessary to consider how the potential and the
charge are distributed. This is normally described by the classical

9, 1
electrical double layer theory ' o 11.

The charge distribution at the particle surface is considered
to be planar (assuming the particle surface to be planar), whereas

the charge in the disperse phase, arising through randomly diffusing

T O W o o ot .




ionic species, will exhibit a Boltzmann-type distribution away from
the surface, becoming zero at large distances from the interface.
Thus, for a positively charged surface, negative counterions will
tend to migrate towards the interface, causing a higher concentration
of anions near the particle than away from it. The converse will

be true for positively charged "co-ions".

If dg is the electrical potential at the particle surface
and r is the distance from the surface, the potential at a distance

r, ¥(r), is assumed to follow a Poisson type relationship,

vy =y (p) = 2L (2.3)
€ofr
6 6 (4 6 s . . .
where V = (g; ! 35 ¢),59 =8¢ =0, €, is the permittivity

of free space, €r is the relative permittivity of the medium and

P(r) is the charge density at r. P(r) is determined by the Boltzmann-
type distribution of ionic species. If Zi and ni(r) are the valency
and concentration of ionic species i,

N
P(r) = L 2, en,(r) (2.4)
i=2 + 7

and




o
= - e kT .
ny n, exp ( Zi Y/KT) (2.5)
where ni is the bulk concentration of ionic species i.

Combination of eq. (2.3) and eq. (2.4) leads to the

Poisson-Boltzmann (PB) equation,

2 N
d wér) = - ele z z, e no exp (-2, e Y(r)/kT) (2.6)
dr or i=1 . *

Assuming the boundary conditions yY(r) = wo when r=0 and {(r)=0,

12
d {ydr=0 when r=«, then

2KT 1 + ¥ exp (-kr)
= 1
vir) Ze n 1l - v exp (=kr)

(2.7

where
exp[2 e ¥ /2kT - 1]
y = 2 (2.8)
exp [2 e wo/2kT + l]
and
2 e2 NA c 22 i
K=\1% e KT (2.9)
or
If the Debye-Huckel approximation is made, Z ey /2kT << 1,
then,

124

¥(r) lPo exp (=-Kkr) - (2.10)




For a spherical double layer, the PB equation becomes

V2 ey = & (rz d ¥ir) (2.11)
r? ar dr
13 . . .
Loeb et al ~ point outthat, unlike the case for a planar interface,
there is no analytical solution to eq. (2.11). However, by using

theDebye.Hackel approximation, the following expression is obtained,

a
Y(r) =V = exp (~K(r-a)) (2.12)
or

where a is the particle radius and r is the distance from its centre.
Loeb et al describe a numerical method for the solution of eg. (2.11)

which does not require the Debye-HGckel approximation to be made.

In practice, the presence of adsorbed counterions at the
surface means that ¢o in the above equations should be replaced
by the potential at the Stern plane: ¢d- The Stern plane may be
considered as the boundary between the dispersion medium and the

particle, along with any adsorbed material.

2.2.2 THE INTERACTION BETWEEN TWO APPROACHING PARTICLES'

DOUBLE LAYERS

The electrostatic repulsion term, VR' between two approaching

particles in an aqueous electrolyte medium arises through the interaction

- 10 -




between their double layers as they approach. Hogg 35.3514 have
derived a general expression for the interaction between two particles
"

using the Debye-Huckel approximation for identical particles, their

expression is

2
VR (HY = 21 €E, @ wd In (1 + exp (=KH)) (2.13)

For large particle separations, Reerink and Overbeek15 obtain
32 Te e a k2 T2 Yz
or

v, (H) =
R e2 Z2

exp (=XH) {(2.14)

for which the Debye-HGckel approximation is not made.

2.2.3 THE INTERPRETATION OF STABILITY FROM DLVO PLOTS

The above approximations for the interaction energy between
two colloidal particles provide a powerful tool for interpreting and
predicting colloid stability. For example, consider a dilute dispersion
of spherical particles of radius 100nm in an aqueous solution of
8 x 10_3 mol dm.-3 potassium chloride at room temperature, with

19 19

App = 2x10 ° J and Amm = 0.4 x 10 J2. Figure 2.1 shows the DLVO

plots obtained using eqgs. (2.1, 2.2 and 2.14) as a function of the

Stern potential, wd

-11 -
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DLVO-type plots are usually quantitatively interpreted
in terms of the kinetic stability of the dispersion by use of the
"stability ratio", W. Smoluchowski16 has shown that the rate of
disappearance of primary (discrete) particles during the early

stages of the coagulation process obeys

- Nl (2.15)
o]

where No is the initial number concentration of primary particles.

K is the rate constant for the process and depends on the diffusion

of the particles, i.e. k = ko = 8 1 DR, where D is the diffusion
coefficient of the particle and R is the so-called "collision radius"l7.
In the presence of a suitable energy barrier, k is reduced to an

amount ko/W. The higher W, the more kinetically stable the

dispersion. W can be related to the total interaction energy,

6
VT (H) = VA (H) + VR (H), by
«© v_ (H) 2
W= 2a f exp (—kT———)dH/(H + 2a) (2.16)

W can be determined ©XPerimentally by turbidity measurements.
Assuming the necessary parameters are known in order to create the
interaction energy plot for a given system, the validity of the

DLVO theory applied to the sgstem under investigation can be tested.

- 12 =



2.3 NON-AQUEQUS COLLOIDAL DISPERSIONS

In considering non-aqueous colloidal dispersions, two
features need to be assessed. Firstly, the application of DLVO
theory to such systems, with particular regard to the electrostatic
repulsion interaction term. Secondly, the mechanisms governing

the generation of charge/potential at the solid/liquid interface,

2.3.1 APPLICATION OF DLVO THEORY

The calculation of the repulsive interaction between two
colloidal particles, where electrostatic forces are the only
repulsive forces present, relies on a knowledge of ¥ (eq. (2.9)), which,
in turn, requires that the concentration of electrolyte in the bulk
phase be known. Non-aqueous dispersions can be (broadly) classified
into two groupsr semi-polar and non-pclar. In semi-polar media,
such as ethanol, electrolytes can be fully ionised up to high enough
concentrations to make the application of the double layer theory
thus far explained reliable. However, in non-polar media (er'< 10)
electrolytes will tend to be poorly soluble and weakly dissociated.
The concentration of dissociated species will be poorly defined,
making estimation of ¢ very difficult. The low concentration of
electrolyte (typically * 10-9 mol dm-3) in media of low permittivity

also results in X being very small. Hence, the double layer thickness

- 13 =



will be very large, of the order of hundreds of nanometers. Consequ-
ently, wo can be approximated to wd. The slow decay of the potential
away from the particle results in a low repulsion force, but which
extends a long way into solution. 1In the limit of Kk + 0, the

potential, y(r), decays as

Q

4 r
' 1 eoer

Y (r) = (2.17)
which is Coulomb's law, where Q is the Coulombic charge on the
particle. Eq. (2.17) is useful for calculating wo when the electrolyte
concentration in the bulk medium is ill-definedla. Due to the low
permittivity of the bulk medium, the capacitance of the double layer
will be low, hence small surface charges can yield large potentials.
For example, a 200nm diameter particle in a medium where sr = {4,
possessing 14 elementary chargeunits on its surface, will have a

surface potential of = 50 mV.

However, one of the main assumptions used in the double layer
theory is that the charge on a particle is uniformly distributed.
Clearly, as the number of surface charges becomes small, the validity
6f this assumption must be questioned. Assuming the validity of
eq. (2.17), then the repulsive interaction energy term for two

particles in a non-polar dispersion is (cf. eqg. (2.14))

- 14 -



Q2 4 T Eosr azﬂ)i
V_(H) = =
R( ) 4 T Eoer (H + 2a) H + 2a (2.18)

From eq. {(2.18), it can be seen that the repulsion term decays much
more slowly than for a typical agueous dispersion. One consequence

is that.the attractiveenergy term is less dominant in describing the
overall interaction energy between particles. For example, figure

2.2 shows the interaction energy between two spherical particles,

of radius 100 nm, for different surface potentials and Hamaker
constants. For H > 100 nm, the attraction term does not significantly
contribute to the total interaction. It can be concluded18 that,

as long as eiéctrostatic repuision énd van der ﬁaals.attradéioﬁ

are the only interactions operative, a precise knowledge of the latter
is not necessary. Since VA(H) a a and VR(H) a a?, larger particles

in non-polar media are easier to electrostatically stabilise than

smaller ones.

Although the simple Coulombic description for the repulsion
term between two particles in a non-polar medium is useful, it does
assume that the particles behave as point charges and, that as they
approach, their surface charge remains constant. Parfitt 35_3l19
have derived the potential energy of charged colloidal particles in
non-polar media by application of Maxwell's equations for the
potential energy of charged conducting spheres. They consider two

cases: (i) the surface charge remains constant as the particles

- 15 -
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approach, and (ii) the surface potential remains constant as the
particles approach. They show that discrepancies occur between

this model and the simple Coulombic one, especially at small
particle separations, with the constant potential model showing most

deviation. The total electrostatic energy of a system of N charges,

WT' is

N

WT=§ T Qi‘bi (2.19)

i=0
where Qi is,thg mag#itude of charge i and.¢i is ghe)potential at the -
location éf this charge éue‘to the remaining charges. "For two
conducting spheres in a dielectric medium, eq. (2.19) yields two
expressions for the energy between the spheres. The first, Wc,
is expressed in terms of the charge and the second, Wp, in terms of

the potential, viz:

1 2 2
=——p 2.2
Me T 87 ¢ %[11Q1+291291Q2+p22Q2] (2.20)
[¢)
w_=2" Es[q w2+2q b, ¥, + g wz (2.21)
P or 11 "1 12 "1 72 22 72

P and qll etc. are functions of distance and sphere radius, where

11

- 16 -



n

2 o a
9., =a, (L -¢g) I
11 1 n=o 1 - L a2n
-a_ a a n
_ 1 2 2
q12 c (L -a) I 2n
n=0 1 -¢g
o 2. ¢ n
4., =a, (1L «n") I &

22 "2 neo 1-n’a

C2 = (a, +a,q 12/c2
ﬂz = (a2 + allézz/C?
ead

k =

and pyy = 9y/Ar Py = qpy/aand py, = -q

where A= qll q22 - qlz

1

+ 2

2n

2 2
(1l -m -n)/2mn, m = al/C, n = aZ/C

12/A

(2.22)
(2.23)
12.24)
(2.25)

(2.26)

(2.27)

(2.28)

(2.29)

a, and a2 are the radii of the two spheres and C is their centre-

c€ntre separation. The interaction between the two spheres for

constant charge, VR(C) is | 7
o} o2
v =W - = -
R(C -
(C). c 8T a; €EE, 8T 2, eoer

-17 -

(2.30)



2

-271Y,. a_ € ¢ (2.31)

2
=W - T
c 2 wl a 2 2 or

€ €
l or

For constant potential, the interaction, VR(P)' is

- . _ 2 - 2
VR (p) (wp 2w wl a €€ - 27 wz a,€€) (2.32)

Figure 2.3 shows a comparison of interaction energy curves using

eqgqns. (2.19, 2.31 and 2.32).

The use of Coulomb's law should be limited to large separations.
Since the interaction potential for both methods only consider pair-

wise interactions, application is limited to dilute systems.

In a study of the surface potential and rate of coagulation
of rutile (Tioz) particles dispersed in "Aerosol-OT"/p-xylene,
McGown and Parfittzo conclude that DLVO theory can adequately predict
phe relationship between the stability ratio and the surface

potential of the particles.

2.3.2 ORIGIN OF SURFACE CHARGE IN NON-POLAR DISPERSIONS

In his review in 1931, Soyenkoff21 describes a wide variety
of non-polar dispersions and addresses the question of interfacial

charge. He states that a number of workers had observed electrophoresis
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(see § 2.4) of sols dispersed in benzene. For example, nickel
carbonate dispersionsin benzene were found to have a negative charge
(Hatschek and Thorne, 1925). Pochettino (1911) found thatdispersions
of phenanthrene in benzene were negatively charged, whereas in
carbon disulphide, they possessed a positive charge. Soyenkoff
concluded, however, that electrical forces are not important for

the stability of non-polar dispersions. Lyklema29 states that the
origin of charge in these types of system are likely to arise from

two mechanisms,

(1) the dissociation of surface groups

and (ii) adsorption of ionic surfactants.

The ion most responsible for charge transfer between the
dispersion medium and the particle is the proton. If SH and HB

represent the solid and solution respectively, then we may write

SH;_ +B SH + HB2S + H28+ (2.33)
where the equilibrium of eq. (2.33) lies to the left or right of centre,
depending on the relative Brgnsted acidities of the solid and solution.
This concept has been supported by Verwey22 who, in a series of
electroosmotic experiments, found that the magnitude of the charge
developed by various inorganic oxides (Si02,T102 and Zroz) in various
media (water, acetone, ethanol and methanol) depends on the relative

Brgnsted acidity of each component. He found the following order of

- 19 -




acidities : Si02 > TiO2 > ZrO2 and water < acetone < ethanol. McGown
23 . . .
et al  have found that rutile (Tioz) is postively charged in xylene,

P 24
as it is in n-butanol and heptanolzs, but it is negatively charged

. . 24 .
in butylamine and nltrobenzenezs.

The adsorption of ionic surfactants has been studied with
regard to the charge thereby developed On the particle. For example,
Sio2 and CaCO3 particles disperséd in xylene both become postively
charged when sodium 1,2 - bis (2-ethyl hexyl oxycarbonyl)-1-@thane
sulphate ("Aerosol OT" or Na(AOT)) is added to the dispersionze' 27 28,
whereas various carbon blacks dispersed in xylene in the presence
of AOT acquire a negative charge26'20'29. Studies of the effects
of the presence of various divalent AOT salts (Mg(AOT)z, Ca(AOT)2
and Ba(AOT)z) on carbon blacks dispersed in benzene30 show that a
ppsitive surface charge is developed. The above observations
have been attributed to preferential adsorption of ionic species. 1In
the case of Na(AOT), it is thought that the AOT ion preferentially

adsorbs onto the carbon black surface. For the divalent surfactants,

.30 . . .
Parreira  proposes that the surfactant exists in solution as

+ -
M(Ao'r)z,—_*M (AOT) + AOT (2.34)
although the equilibrium lies strongly to the left in the above equation.
+
Preferential adsorption of the M (AOT) results in an overall positive

surface charge. The association constant, KA' for ionogenic

compounds in non-polar media can be estimated by the Bjerrum-Fuoss3l
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equation,
4T 63 N

2
K = — &
A 3000 exp (e Z+Z_/4 TEE, § kT) (2.35)

where Z_ are the ionic charges and § is the distance of closest

approach between paired ions, being of the order of 0.5 nm29.

In the last few years, an altermative explanation for the
origin of charge in non-polar dispersions has been put forward

by Labib et a132'33'34

. They relate the charge developed at a solid/
liquid interface to the difference between the Lewis basicities of the
solid and the liquid. The Lewis basicity of a substance can be
expressed in terms of its "electron donicity", which is conveniently
related to the enthalpy of reaction between the substance of interest

and a reference Lewis acid, Sb Cl in 1,2-dichloroethane. A more

5
basic material, in the lewis sense, will yield a higher enthalpy

of reaction. The enthalpy of reaction, in kcal mol-l, is termed the
donor number, DN. For organic solvents which are more acidic than
1,2-dichlorocethane, in the Lewis sense, an analogous "acceptor number",
AN is used, based upon the relative 31P n.m.r. shift caused by dissolving

triethylphosphine oxide (Et, P=0, a reference Lewis base) in the solvent.

3
A scale of 0 to 100 is used for AN' 0 for the shift observed for

Et3 P=0 in hexane and 100 for 1l:1 Et3 P=0 : Sb Cl5 in 1,2-dichloroethane.

35 .
Schmid has compiled a list of AN and DN values for a wide selection
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of organic solvents. Labib et al ascribe the surface charge developed
in a non-aqueous dispersion to the donor-acceptor interaction between
the solid and the liquid. For an electron transfer occurring at the

interface, two reactions are possible,

P+ S&=P + S (2.36)

or P+SXP + S (2.37)

where P and S represent the particle and the solvent respectively.

For ion transfer occurring at the interface, the possible inter-

actions are

+ -
D: + X -1 ~——p D === X§ ———- Y§ (2.38)
donor molecule surface bond donor-acceptor complex

then, if the donicity of D: is high enough,

- + -
D —==-- x6+ -—— YG —» D - X + Y (2.39)

counterion surface charge

Similarly, for a strong acceptor liquid, A,

+
A+X=-Y>X =---- Y  —ee-- A=>X +Y-A (2.40)
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Labib and Williams 2 have obtained a series of zeta potentials
(see § 2.4) for a variety of solids in liquids with varying DN values,
which support the mechanism proposed above for the origin of

charge in non-polar dispersions.

One factor known to be responsible for affecting the surface
charge characteristics in non-polar dispersions, which has not been
discussed yet, is the presence of trace amounts of water in the
dispersion., The previously mentioned studies by Damerell and
Urbanic26 of the effects of various surfactants on carbon black dispersed
in xylene included some crude electrophoresis experiments, performed
in a U-tube. It was found that the addition of water to the carbon
black (i.e. the powder was exposed to water vapour) resulted in a
decrease in the stability of the dispersion. A similar phenomenon
was found for Damerell and Mattson's27 study of calcium carbonate
dispersions in surfactant/Xylene solutions. However, van der Waarden's36
study of carbon black dispersions in various hydrocarbon/surfactant
solutions showed no difference in stability in the absence or
presence of trace water. Chessick 35_3l37 found that, in non-polar
media, water enhances the flocculation ability of polar solids. This
was attributed to the formation of water layers around the solids.

When two water layers come into contact, flocculation of the solid is
promoted. In a study of the adsorption by pure rutile of various

straight chain, primary alcohols from solution in p=-xylene,
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Parfitt and Wiltshire38 found that the less polar the alcohol, the

less adsorbed and that adsorbed water on the rutile caused a

significant reduction in the amount of alcohol adsorbed. In McGown
gg‘gl's23 study of the relationship between surface potential and the
stability of the rutile/AOT/p-xylene system, comparisons were made

with similar studies ona -alumina, carbon black and copper phthalocyanine.
Addition of water to the rutile system was found to be very

important in governing the sign and magnitude of the surface potential.
The potential was found to go through a maximum with increasing

water concentration. Increasing the concentration of AQT was found

to decrease the potential. 1In a discussion of McGown et al's work,
Fowkes39 states that sometimes the addition of water can reduce the
electrophoretic mobility (from which McGown et al determined the surface
potentials) to zero, but without affecting streaming poténtials. Fowkes
interprets this as a surface conductivity effect. Parfitt40 states

that the positive charge found is attributable to water adsorbed at

the rutile/solution interface. Very dry rutile/p-xylene/AOT possesses

a negative charge on the solid's surface. Micale gg.gl'szs investigation
into the mechanism by which trace water affects the dispersion
characteristics of rutile in organic media showed that the particle
charge exhibited a maximum at a fractional water coverage of ~ 0.0S.
Griot41 investigated the influence of adsorbed water on the electrophoretic

mobility of anatase (Tioz) in non-aqueous media. It was found that
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removal of physisorbed water increased the mobility and that removal
of chemisorbed water decreased the mobility. Recently, Malbrel
and Somasundaran42 have investigated the effect of water on the
stability of alumina dispersed in cyclohexane in the presence of
AQOT. The settling rate and the adsorbed amount of water were
determined as a function of the initial water concentration in the
bulk phase. They found that on increasing the water content, the
settling rate firstly decreases sharply from . 10 pm s-l to

~ 0.1 ym s-1 and then, as the water content increases further, the
settling rate increases. This corresponds to the general trend

found by McGown 93_3323 for the surface charge. Adsorption isotherms
for water onto the rutile were found to be analogous to those

found for vapour adsorption onto solid substrates. The increase in
stability was found to coincide with the vapdir adsorption-type stage
(i.e. up to a monolayer coverage). As the water adsorbed more
readily (analogous to the condensation of vapour onto a solid), the
stability decreased. 1In other recent studies, Goodwin g£.§l43' 44
investigated the effect of trace water on non-aqueous silica dispersions,
using a butanol/dodecane mixture as the dispersion medium (20% butanol
by mass). They found that in the presence of a non-ionic surfactant,
hexaethylene oxide dodecyl ether, the electrophoretic mobility of

the silica particles changed sign from positive to negative at a water
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conceNtration in the bulk of 0.05% by mass. However, the conclusions

made from these studies did not account for the possibility of prefer-
. . 45 .

ential adserption of butanol ~, which could affect the surface

potential of the particles.

van der Hoeven and Lyklema46 have investigated the stability
of sodium tri(poly)phosphate dispersed in a non-ionic surfactant,
"Plurafac RA30", in the presence of an anionic surfactant, dodecyl
benzenesulphonic ac¢cid. They found that the zeta potential decreased
from ~ 100 mV to ~ 10 mV as the water content rose from ~ 0.1%
to 2.5%.by mass, whilst the conductivity of the system remained constant.
They attribute this behaviour to water adsorbing onto the particle.
Van der Hoeven47 has also performed streaming potential measurements
to confirm that the zeta potential drop as obtained by electrophoresis

is not due to a surface conductance effect.

2.4 ESTIMATION OF SURFACE POTENTIAL AND CHARGE VIA

ELECTROKINETIC PHENOMENA

2.4.1 ELECTROKINETIC PHENOMENA

The stability of an electrostatically stabilised colloidal

dispersion has been related to the potential at the Stern plane, wd'
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For a system with ka + 0, this potential is very close to the potential
at the surface of the particle, wo. The various equations describing
the electrostatic repulsion between two particles require a Knowledge

of ‘l’d- w

3 is considered to be very similar to the zeta potential, §,

which is the experimentally determined quantity used for the estimatioén
of wo or wd. Measurement of [ relies on the exploitation of one

48
of four electrokinetic phenomena :

(i) ELECTROOSMOS1IS: Reuss49 found that when an electric
field was applied to a V-tube containing water and a
quartz sand plug, the water began to move. Without the
sand plug, the water did not move; i.e. the applied
electric field caused the liquid to flow relative to
a stationary, charged surface. This phenomenon is
electroosmosis.

(ii) ELECTROPHORESIS: Reuss also found that application of
an electric field to clay particles in water resulted
in displacement of the particles whilst the liquid
remained at rest. This describes an example of
electrophoresis, which can be defined as the motion of
a charged surface plus attached material (e.g. Stern
layer) relative to a stationary liquid due to an applied

electric field.
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(iii) STREAMING POTENTIAL: Quincke50 demonstrated that
the opposite of electroosmosis exists; i.e, the
generation of an electric potential due to the flow
of liquid over a stationary charged surface. The
potential generated is termed the streaming potential.
(iv) SEDIMENTATION POTENTIAL: This is thepotential developed
when charged particles move relative to a stationary

liquid and is the opposite of electrophoresis.

All these electrokinetic phenomena are related to the
zeta potential. The most widely used phenomenon for measuring [ for

colloidal dispersions is electrophoresis.

2,4.2 DETERMINATICN OF ZETA POTENTIAL USING ELECTROPHORESIS

When a charged particle dispersed in a suitable liquid medium
is exposed to an externally applied electric field, E, it will accelerate
to a uniform terminal velocity, VE. The velocity will depend on the
relative magnitudes of the electric and viscous drag forces acting

on the particle. It is found that VE is proportional to E,

V,=uE (2.41)

where y is the proportionality constant, referred to as the

electrophoretic mobility. It is necessary to find a relationship
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51
between y and 7. Von Smoluchowski has considered the analogous

. . 52
case for electroosmosis. His treatment assumes :

(i) the usual hydrodynamic equations for the flow of a
viscous fluid hold for both the bulk liquid and that
in the double layer,

(ii) the motion is "stream line" and slow enough for
"inertia terms" to be neglected,
(iii) }.Fhe applied field 'is simply superimposed on that
'jéugfto:the electriéél doubié léyer, :
(iv) ghe double layer thickness ié small compared with

the radius of the solid, i.e. Ka >> 1.
The following relationship is thus obtained :
po= == (2.42)
where Mo is the electroosmotic mobility of the liquid and nits

viscosity. “o is simply the negative of u. Hence, the electrophoretic

mobility can be related to [ by

€9 Er &
b= ——— (2.43)
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which is Smoluchowski's equation for electrophoresis. However,

113 53 . Iy . .
Debye and Huckel criticise Smoluchowski's treatment, stating that

P =———.K (2.44)

where K'is a constant, dependent upon particle shape, and can only
be obtained by detailed hydrodynamic analysis of the motion of the

. . . . L] 4 .
liquid. For a spherical particle, Huckel5 obtains

€ €.
o r 2
g o= ; -3 (2.45)

and does not make assumption (iv) above.

In an attempt to explain the difference between eq. (2.43)
and eq. (2.44), Henry52 reexamined Debye and Huckel's analysis and found
that the applied potential gradient is unperturbed by the presence of
the particle. This is only true when the particle and the medium have
the same electrical conductivity. If %p and ll are specific electrical
conductivities of the solid particle and liquid medium, respectively,
1 the field will be distorted such that the lines

of force near the particle run tangentially to it. Smoluchowski

then, when Xp << A

assumed that the field was uniform and parallel to the particle surface.

Two extreme cases for the effect of a non-conducting particle on the
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applied field can be envisaged. One where ka << 1 (H&ckel limit)
and the other where Ka >>1 (Smoluchowski limit). Figure 2.4 depicts

these two cases.

Henry addressed the problem of the deformation of the field
by the particle and attempted to derive an expression with egs. (2.43)
and (2.45) @S the limiting casés (forka * ®and Ka *0, respectively),

i.e.

2 : f (xa) 2.4
we=73- m (xa (2.46)

For a spherical particle, Henry obtained for ika < 1,

(Ka)2 _ S(Ka)3 - (Ka)4 + (Ka)s

£ lka) =1+ 7% 28 %6 96 (2.47)
(n:)4 ) (;Z)G exp (Ka)wﬁa t ixp ¢ dt
and forka > 1,
£ (ka) = % - ;’Ka y 75 __ 330 (2.48)

2(ca)?  (ka)’

f (ka) is referred to as Henry's funetion. The shape of the field

around the particle depends on both Ka and the ratio of XP to 11.

1f Xp/ kl = K', Henry derives a more general expression
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Figure 2.4: Distortion of electric field around a non-conducting

particle for (a) ka << 1 (Hlickel) and (b) xa >> 1

(Smoluchowski). Broken circle represents a distance

1/k from the particle surface.



2
= - ————r—— ]
H 3" n « F (ka, K') (2.49)

where F(ka, K') =1 + 2 )\ [f(Ka) -1 ] and A = (1 - K")/(2 + K").
Figure 2.5 illustrates how F(ka, K') changes with ka. Henry has
alse considered the effects of surface conductancess. If X 1is

S

the surface conductivity of the particle, A, as defined above,

beccmes
L
1 ~K' - 2As/a
A= - (2.50)
2 + K' + 2Aé/a
1]
where g = g/hl and a is the radius of the particle. However, as

56
Hunter = points out, surface conductance effects are nermally taken

into account by consideration of the mobility of the double layer

ions.

Henry's treatment (above) assumes that the external field can
be superimposed on that due to the particle, and that the latter can
be described by a linear form of the Poisson-Boltzmann equation.

As he points out, howeverss, the application of an external field
will distort the field around the particle. The spherical symmetry of
the field around the particle is thereby lost and a reduction in the
electrophoretic velocity occurs. This is the "relaxation effect".

As the particle moves, the surrounding ionic atmosphere must reform

by motion~of the double layer ions, hence the extent of the relaxation
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will depend on the mobility and charge of the counterions. Hermans57
states that forkKka # 1, the relative error in relating p to z via

eq. (2.49) is of the order of 100% and for¢a << 1, eq. (2.43) fails.
He states further that the situation of xka << 1 rarely occurs in
practice since the particle diameter is usually so large that no
electrolyte concentration exists wheregga << 1, expect when the solvent

is non-polar.

When the electric field is applied to a dispersion, the
particles will migrate in one direction, but the counterions in
the double layer will move in the opposite direction, resulting in a
further reduction of the electrophoretic velocity. This is termed
"electrophoretic retardation"”. In the region wherexa= 1 (i.e. the
transition between the Hackel and Smoluchowski limits), the force
due to the applied field, the force due to frictional resistance by
the liquid and the forces due to electrophoretic retardation and
rélaxation effects are of the same order of magnitude48. Henry's
equation needs to be modified to account for these factors. Overbeek58

derives a set of equations based upon the following assumptions :

(1) the particle is a rigid sphere with a surface potential
L and a charge ne spread out uniformly over the surface,
(i1) the particle is embedded in a solution of a (2, - Z))

valent electrolyte,
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(iii) the particle is surrounded by a Gouy-Chapman type

diffuse double layer that is deformed by electrophoresis.

The general equation obtained is

2% °r® 1 &z
B = 3 T 1 {(ca) - (Z_ - Z+) xT f2 (ca) +
er) 2 2, ()
z,2)) (k‘r) 9, «ka) = (2 _=-2z2 +72) (kT) 9, (ka)
2 zP +2°
_ 2 fer! + + = - EoEr kT
veo-2z) (kT 93 k) - ZTTy e -
+ - n
2 [eL
- 3 (k'r) £, ka) (2.51)

f1 (ca) is Henry's function. Overbeek lists a table of f1 (ka),

f2 (Ka), f3 (Ka) and f4 (Ka) for kKa = 0.01 to 1000.

symmetrical electrolyte, eq.

For a

(2.51) is approximated to

2
-2 €o &r 5 2 [eb f
WE3 - 3 [ fl (ka) - 2 T 3 (Ka) =
Pr TP 2% Srwrofery? . (2.52)
e *3 7 ne xr) 4 ¥ .

and for an unsymmetrical electrolyte

~ 2 €o €x 5 el
p=3- : £ ka) - (z_ -12) T f2 (ka) -
Z+p+ +z2°f 2 E. € 2
—_— 2 .0 "r kT (eg
z, +2) e’ 3" Thmg EE) f4 (ka) ] {2.53)
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where p, are the friction coefficients of the ions. Figure 2.6
illustrates how Overbeeks's treatment mcdifies Henry's function

type plots.

Overbeek states that for y <25 mV, the correction factor

for Henry's function never exceeds ~3%.

With the advent of superior computational power, Wiersema
33.2559 were able to solve the appropriate differential equatrions behind
Overbeek's method,wi;hout~approximations. The ovegall conclusion
is that Ovéfbeek's‘driginal'method"over-coﬁpensates>for relaxation
effects. Figure 2.7 represents graphically Henry's function,

Overbeek's approximate equations and the exact numerical solution.

Although Wiersema et al have provided a means of relating
py to & which accounts for relaxation effects, the procéss of
determining ¢, given u, is rather tedious, involving the construction
of a number of graphs. O'Brien and White60 have developed an alternative
method for relating p to z based upon the same set of equations used
by Wiersema et al. Exact consideration of the balance between the
forces acting on the particle lead to a set of coupled non-linear
partial différential equations. Solution of these is quite
formidable, so O'Brien and White obtain a set of linear equations by

assuming that the applied field is small compared-with the fields that

occur in the double layer, the latter being of the order of zk .
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Figure 2.6: Comparison between Henry's function and Overbeek's functions

for relating p tog as a function of ka.
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Figure 2.7: Comparison between Henry's function, Overbeek's approximate

function and Wiersema et al's exact numerical solution for

Overbeek's method, (1-1 electrolyte, 7 =125mMV., See text for

explanation).



O'Brien and White's method suggests that forka > 3, a maximum exists
in the relationship between the reduced mobility, E,
(E = (3me)/(2 €, € kT) .p) and the reduced potential E (E = er/kT).

Some illustrative examples are shown in figure 2.8.

The expected mobility maximum has been observed in some
61 . 62 X . Py s
systems . Levine and Bell have tried to explain the mobility
maximum using a model of the Stern layer where [ decreases as the
surface potential rises, taking into account the discreteness of the
charge. O'Brien and White's theory suggests that the mobility
maximum originates from the dynamic behaviour of the diffuse part
of the double layer.
. 63, 64 . .
More recently, Ohshima et al have derived a semi-
empirical analytical formula for O'Brien and White's theory, which
yields relative errors of less than 1% for Ka > 10. Their overall

relation between E and E is

3
3F 1 t
—_| - — +
T+ T H + 18 (t + 5 )K

3 -
E = > g -

2 3
15F 7t t -
1+F( +%_+-_§)-6(1+3m+) (1 - exp (£/2)) G

12F 97 36F 2 m, ’.)
+ H + (m G+ m H) - ] —_—
2 - m + H
(1 + F) 1l +F + l1+F ( +
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where

25 Ka -
K=1-30Ga+10 *° (; Cka - 6) C) (2.33)
t = tanh (C / 4) (2.56)
F = %; (1 + 3m_) (exp (E/Z) -1) (2.57)
G=1n ((1 + exp (-Z/2))/2) (2.58)
H=1n ((1 + exp (2/2))/2) (2.59)

2 ¢ kT
m, = —F— ), (2.60)
£ T g2 o2 +

and A, _are the drag coefficients of the ionic species at infinite

dilution.

2.5 CLASSICAL METHODS FOR THE DETERMINATION OF

ELECTROPHORETIC MOBILITIES

A variety of techniques for studying the electrophoresis of
particles have been developed, each designed to either overcome
limitations of other methods or to enhance a particular feature. For
example, moving boundary electrophoresis is widely used fof the

separation of proteins. However, it is unsuitable for studying
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dilute colloidal dispersions. A description of the moving boundary

method can be found elsewheress.

The most useful technique for the study of dilute colloidal
dispersions is microelectrophoresis, which is extensively used for
studying biological systems, such as blood cells. The principle
behind the method is straight forward. The dispersion to be studied
is subjected to a well-defined electric field and the resultant
velocity of the particles is determined by obseiving their'motion
through an ultramicroscope. Figure 2.9 illustrates the general features
of a typical microelectrophoresis apparatus. The particles are
observed flowing along a narrow, cylindrical glass capillary. However,
due to surface charge on the glass walls, application of the electric
field results in electroosmosis in a direction opposing that of the
electrophoresis. Since the net displacement of fluid must be zero,
in the centre of the capillary the return flow of liquid will increase
the velocity of the particles moving due to the external electric field.
It is found that the velocity distribution of the particles across
the capillary is parabolic. At some distance from the wall, the fluid

motion due to electroosmosis will be balanced by the return flow. At
this point, the particle velocity will be the true electrophoretic
velocity. This point is termed the stationary layer, the position
of which can be easily calculatedee. It is possible to coat the

inside of the capillary with, for example, agarose, which prevents
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. 67 . . .
electroosmosis . Hence, the velocity profile for the particles across
the capillary becomes constant. Unfortunately, the material

adsorbed onto the capillary wall may also adsorb onto the particles

being studied.

The determination of particle velocity is made by timing
how lcng a particle takes to traverse a known distance. A calibrated
graticule in the microscope is typically used. During a typical
experiment, a dozen or so particles may be observed. The length of the
capillary is usually ~ 150 mm. The electrodes are usually constructed

from platinum foil cylinders situated at either end of the capillary.

Determination of the electric field strength requires a
knowledge of the effective electrode separation. This can be
determined by using aqueous solutions of potassium chloride, for
which the specific conductivity is known, as a calibrant. Bangham
et Elée claim that the effective electrode separation is very similar
to their physical separation. Typical field strengths applied to
aqueous samples are of the order of 5 V cm-l, thus requiring~ 75 Vv

to be applied across the electrodes.
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2.5.1 EXTENSION TO NON-AQUEOUS DISPERSIONS

The classical microelectrophoresis me thod described above
has found wide application for the study of dispersions in aqueous
electrolyte solutions. It is necessary now to consider the
problems associatedwith extending the technique to non-aqueous disp-
ersions. The problems arise through the low permittivity of the
dispersion medium and the often low electrical condactivity of the
samples. From eq. (2.45) it is clear that for a particle with a
given zeta potential, the mobility in, say, 1, 4-dioxan
(er % 2,3; n=1.1 ¢cP at room temperature) will be ~ 40 times lower
than in water (er ~80; n ~ 0.9 cP). Hence, higher voltages (of the
order of kV) will need to be applied across the electrodes if suitable
electrophoretic velocities are to be observed. Two problems may
arise from the application of such voltages. Firstly, if the
conductivity of the sample is less than that of the capillary wall
(i.e. < 10-10 S cm-l), a large proportion of the current may flow
through the glass wall, rather than the sample. This will result
in a poorly-defined, inhomogeneous field across the sample.
Secondly, Joule heating of the sample may occur, which, if above a
certain value, will result in a transition from laminar to turbulent
flow, making determination of electrophoretic velocities difficult.

This is an example of electrohydrodynamics. The threshold voltage,
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VT' above which turbulence will occur is approximately

- }
VT =30N/(p eoer) ‘ (2.61)

where n, p and €. are the viscosity, density and relative permittivity
of the dispersion medium respectivelyea. Eg. (2.61) assumes unipolar

conduction. For hydrocarbons, VT is typically 200 - 300 V.

Another phenomenon that may be experienced with low
conductivity, non-aqueous dispersions is that due to space charge
effects. When an electric field is initially applied across a sample,
the field across the sample will be uniform. As Oppositely charged
species begin to separate, a macroscopic, non-zero charge density
distribution arises. This can lead to non-uniform, variable electric
fields across the sample. When this occurs, the system is said to be
"space charge limited"”. This problem is minimised by using very
dilute samples and by inducing large electrophoretic velocitiesse. For
particles with small surface charge, space charge effects are likely

to be negligible.
. . 69 .
Van der Minne and Hermanie have described an apparatus

based on the one described above that can be used for studying non-

aqueous dispersions with low conductivity. They achieved this by
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reducing the thickness of the capillary walls and by constructing the
capiilary from quartz rather than glass. The capillary itself

is housed ' in an evacuable glass jacket. The risk of conductance

through the capillary wall is thereby reduced. They found that

field strengths of 12 - 150 V cm-1 were required to study the

systems of interest (benzene/carbon black/calcium diisopropyl salicylate),
corresponding to ~ 150 to 2000 V across the eléctrodes. Hence, the
possiblity of electrohydrodynamic effects occurring with this design

are high.

In order to minimise space charge effects, high field
strengths are desirable. However, low voltages are required if
electrohydrodynamic turbulence is to be avoided. Both can be achieved
if the electrode separation is reduced from ~ 15 cm to ~ 1 to 2 mm,
The problem then arises of how to determine the velocity of the
particles moving between such narrow=-gap electrodes. This is one of
the reasons why the laser-Doppler methods described later are so

useful.

A number of workers have studied electrophoresis in low

conductivity liquids, but performed the experiments with very high

7 71
field strengths, utilising voltages above V O .

T (eq. (2.61))
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One other important aspect to consider with non-aqueous
electrophoresis studies is that of field-induéed polarisation72.
It is possible that application of an external electric field to
a dispersion may result in polarisation of the particles, particularly
in low permittivity media. As a result, the electrophoretic motion
of the particles will be affected. 1If the polarisation of surface

groups is ignored, the following equation is obtained.

2
2 e ¢, 41a €&
v.=—=2%1 g 2 ( Se )VE2 (2.62)
€2 1

E 3n 3n + 2 €

where VE is the electrophoretic velocity of a particle of radius a,
relative permittivity €y, dispersed in a liquid of viscosity N and

relative permittivity €_. &€ is the difference between €] and €

2 2

E is the applied field strength and VE2 is the gradient of the square

of the field strength, which is non-zero for an inhomogenecus field,

When 6e or VE2 are zero, eq. (2.62) reduces to Huckel's
equation. The right hand velocity term is the dielectrophoretic
velocity, which should be minimised by suitable design of the experiment.
The absence of dielectrophoresis during an experiment can be confirmed
by showing that the electrophoretic mobility is invariant with
applied field strength and polarity. It will be seen later that the

systems of interest for this study have 8¢ ~ 0,
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2.5.2 ELECTROPHORESIS IN ALTERNATING ELECTRIC FIELDS

So far, only the electrophoretic response of particles
in a d.c. field has been considered. The use of a.c. fields is of
importance since it can help reduce p®larisation effects occurring
at the electrode surfaces and allows for €XPeriments of longer duration
to be performed. Moreover, the use of alternating fields can reduce
electroosmosis. This has been considered by Vorob'eva et 3173.
They show that using low frequency a.c. fields (0.5 - 10 Hz),
the normal parabolic velocity profile across the cell is obtained.
However, at higher frequencies (~ 30 Hz), the électroosmotic velocity

away from the wall is reduced. This is illustrated in figure 2.10.

Above fréquencies of ~1 Hz, manual determination of
particle velocity clearly becomes difficult. Delatour and Hanss74
have described a modification to the classical microelectrophoresis
apparatus. Whilst an a.c. field is applied to a sample, the whole
"cell assembly is driven mechanically upwards. A photographic plate
recaxds the trace of the particles. Figure 2,11 illustrates the
principle behind their method. However, in order to obtain suitably
large amplitudes of oscillation, high field strengths need to be
applied. It is interesting to note the similarity between this
method and the PALS method described later, which also utilises a.c.

sinusoidal fields of ~ 30 Hz.
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Figure 2.10: Variation in electroosmotic velocity as a function of

distance from cell wall for different a.c. field
frequencies. (After ref. 73).
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Figure 2.11: Schematic representation of Delatour and Hanss'
microelectrophoresis apparatus using an a.c.
field. (After ref. 74).
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More recently, Gaigalas 33_3375 have reported their invest-
igations into the electrophoretic response of submicron particles to
alternating electric fields. They claim that for sinusoidal fields
below 50 Hz, the electrophoretic response is highly non=-linear
with field frequency. They used a laser-Boppler technigue to determine
velocity information. However, it is evident from their paper that
they have misinterpreted the experimental data (see § 3.6.7). It
will be seen, with the PALS equipment, that a linear electrophoretic

response is obtained for sinusoidal fields below ~ 50 Hz,
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CHAPTER THREE

LIGHT SCATTERING

3.1 BASIC PRINCIPLES OF LIGHT SCATTERINGI' 76

3.1.1 SCATTERING FROM SMALL PARTICLES

Consider a small, isotropic spherical particle, whose
diameter is less than =~ l/20 of the wavelength of a plane polarised,
monochromatic- light. wave directed at the partible. At any éivéﬁ'
instant, the electric field of the light wave will induce an
electric dipole moment in the particle, due to the motions of the
electrons and, to a lesser exteht, the protons in the particle. The
oscillations of the electrons result in the generation of a secondary
electromagnetic field, thereby radiating spherical light waves
of the same frequency as the incident wave. For an unpolarised
light source, the scattered light intensity, I, at an angle 8 to the
incident light beam and a distance r from the particle, is given by

2 4 2
T a
= (1 + cos2 0) (3.1)

where Io is the incident light intensity (proportional to the square

of the electric field amplitude, Eo), A is the wavelength of the
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incident beam and o is the polarisability of the particle. g is

=3 n’ - v
o = e\ 5 (3.2)
n +

where s is the permittivity of free space, V the volume of the

given by

particle and n the relative refractive index(i.e. n = nl/no, where

n is the refractive index of the particle and n, that of the
dispersion medium). Hence, it can be seen from eq. (3.2) that

the scattering ability of a particle depends on the refractive

index difference between it and the bulk phase. For an index-matched
dispersion there will be very little scattering. Any scattering

will be mainly due to thermal fluctuations causing local density

changes, thereby changing the local refractive index.

3.1.2 SCATTERING FROM LARGE PARTICLES

The above discussion on the scattering of light from a
small particle assumes that dipoles causing the secondary emission
of radiation are all oscillating in phase with each other and,
hence, the particle can be treated as a point source of scattered
radiation. However, as the dimensions of the particle approach that
of the wavelength of the incident radiation, interference effects
will occur between scattered radiation originating from different

locations within the particle. Destructive interference events are

more probable between radiation scattered in the backwards direction.
; i 4
OF L™ . uL
LIBRANY
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Hence, the radiation envelope, described by eq. (3.1), loses its
symmetry, becoming larger iq the forward direction. For a very large
particle with a large refractive index difference between itself

and the dispersion medium, the radiation envelope becomes very
complex, exhibiting angular dependent maxima and minima. This

can be used for estimating the size of large particles.

3.2 SCATTERING FROM A COLLOIDAL DISPERSION

The above account of light scattering has only considered
scattering from a single, stationary particle. It is necessary
to introduce the effects of scattering from many particles moving

in a liquid.

If a monochromatic, coherent,unidirectional light source
{(i.e. that of a laser) is directed at a colloidal crystal (i.e. a
dispersion containing stationary particles arranged in a crystal-type
lattice), a diffraction pattern will be obtained, analogous to that
obtained from a molecular crystal placed in an X-ray beam. The
diffraction pattern occurs as a result of interference events between

light scattered from different particles.

If, however, the particles are randomly distributed,

instead of obtaining a diffraction pattern containing well-defined maxima,
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a random ‘speckle' pattern is obtained. (See Everett1 and Pike77

for photographic examples of such speckle patterns). At a

given fixed point in space, the scattered light intensity will be
random but constant. If, instead of stationary, randomly distributed
particles, the dispersion consists of randomly diffusing particles,
the speckle pattern will change randomly. The intensity of scattered
light at a fixed point in space will now fluctuate.Clearly, slowly
diffusing particles will result in slow intensity fluctuations,
whereas rapidly diffusing particles will result in fast intensity
fluctuations. Hence, the study of the temporal fluctuation of the
scattered light intensity should yield information about the

dynamics of the scatterers. This is achieved by determining the
temporal correlation of the number of photons arriving at a suitable
detector78. The motion of the particles will also result in a Doppler
shift between the incident and scattered light79. The remainder of
this chapter is concerned with describing both the correlation and
Doppler techniques. The latter will be extended to develop

the theory behind the phase analysis technique. All the methods

described can be broadly classified as dynamic light scattering.
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3.3 PHOTON CORRELATION SPECTROSCOPY O! 81 82

Photon correlation spectroscopy (PCS) is also known as
quasi-elastic light scattering (QELS) and intensity fluctuation

spectroscopy (IFS).

Figure 3.1 is a schematic representation of the basic

features of a PCS experiment. The difference between the magnitude

of the incident wave vector, 51 » and that of the scattered

is ‘assumed to be negligible, i.e. the light is

wave vector,

k
—s

scattered quasielastically.. A scattering vector,q, is defined

as

and its magnitude

4
q=| g| =" sin 0/2 (3.4)

where ) is the wavelength of the light in the dispersion medium and

f the scattering angle. For N identical, spherical particles undergoing
translational motion in a fluid medium, the instantaneous value

of the complex amplitude of the electric field of the light arriving

at the detector is
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E@ o= § exp(1g.r () (3.5)

where x, (t) is the position of particle i at time t. Egq. (3.5)
describes the speckle pattern obtained from the sample. The
proportionality factor for this equation will reflect the spacial
illumination profile, which will be dominated by the intensity cross
section of the incident laser source, and the scattering properties
of the sample. Generally, the proportionality factor can be
assumed to be constant for a given experiment. As mentioned above,
the random Brownian motion of the particle results in a random
fluctuation of eq. (3.5). This random nature can be characterised

G(1)

by its first order autocorrelatiocon function, (g,t), given by

G(l) (@q,1) = <E (g,0) E* (g,7) > & (3.6)

The normalised autocorrelation function, g(l) (q,T), is given by

g(l) <E (q,0) E* (q,T)>

(qu) = . (3.7)

<|E (q,0)] 2>

The brackets (<,.>) indicate ensemble averages. Hence,

1 .
(1) igl jgl <exp (ig |z (0) - z, @)])»

g (1) = (3.8)

N
1 .
5 igl jgl < exp (ig |£i(0) - Ej (O)I >

The denominator term in eq. (3.8) can be thought of as a structure
factor for the sample and the numerator as the dynamic structure factor.

It is the latter that will contain translational information about the

- 51 -



sample. For dilute samples, interparticle interactions may be
ignored. Thus, since each particle behaves independently, no
correlation is obtained between different particles' positions and

velocities;i.e. all the cross terms in eq. (3.8) disappear, leaving

g(l) (@,T) = <exp (ig I£i (0) - I > (3.9)

If x(t) is the component of Ei(t) in the direction of g, then

gm (g,T)

<exp (1 g |x(0) - x(t)|)> (3.10)

<exp (~ig aAx(t)) > . (3.11)

If V(t) is the velocity component of particles in the g-direction
at time t, then
T
A x(t) =S V(t) dt . (3.12)
o

If it is assumed that the concentration fluctuation §c (x,t) follows

.7
the diffusion equation in one dimension ,

9 (bc(x,t)) - 32 Sc(x,t))

at D R (3.13)
Ix
then the following solution is obtained for eq. (3.13)
A 2
§c (x,t) = —7 exp (-x /4Dt) , (3.14)

(4Dt)

i.e. a Gaussian relation yjith Variance
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< A x(t)2> = 2Dt, (3.15)

where D is the translational diffusion coefficient. The Fourier
transform of the concentration fluctuation given by Eg. (3.14) into

reciprocal space is

Sc (q,t) = —-é——? ftw exp ( -x2/4Dt) exp (igx)dx . (3.16)
(4Dt)

This is the standard integral of the form

o 2 2 -~ ”~
f_wexp (-p x % g'x) dx = exp (g 2/4p2)v’1r/p R (3.17)
. 2 1 »
with p = /4Dt and q° = iq.
Hence,
2
éc (gq,t) = A V7. exp (-q'Dt) . (3.18)

Initially, t=0, S8c(g,t) = 8c(q,0), therefore,

8c(g,t) = 8c(q,0) exp (-qut) ' (3.19)

which simply defines the correlation given in eq. (3.1l1l), since

Sc(q,T) « G(l) (§,T). Hence, the average correlation function is

gm (q,T) = exp (-qzm) . (3.20)

Therefore, the diffusion coefficient for a sample can be obtained

(1)

readily from g (a,T). For spherical particles,
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D =kT/(61n a), (3.21)

where k is Boltzmann's constant, T the absolute temperature, n the

bulk viscosity and a the particle radius.

Construction of the first order autocorrelation function
experimentally requires that the amplitude of the scattered light
be measured. 1In practice, however, photodetectors respond to the
intensity of the photons falling on them, which is proportional to
the square of the electric field amplitude. Hence, it is the
intensity or second order autocorrelation function, G(Z) (gt

that is obtained. This is also known as the photon correlation

function,

G(Z) (9,T) = <n(0) n(T)> , (3.22)

where n(t) represents the output from the detector at a time t.

n(t) depends on the intensity of the scattered light, I(t) (=E(t)E*(t)).
The response of the detector should be such that the expectation of

n(t) must be linear with that for I(t), and that the statistics of

82
I(t) must completely determine those of n(t) ~. With these requirements,

G(z) (a,T) = < E(O)E*(0)E(T)E*(T)>, (3.23)

and, for the normalised function,

(2) (o oy L <E(E*(0)EG)E* (1)>
d 1 <E(0)E*(0)>

. (3.24)
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If the optical field obeys Gaussian statistics, g(z) (g, 1) and

g(l) (q,T) are related byaz' 83

2
g( ) 1)

@0 =1+ ¢ @0l?, (3.25)

. 84
known as the Siegert relation . Hence,

2
9( ) (q,7) =1 + exp (-2Dq21). (3.26)

The determination of the intensity autocorrelation function
requires that the coherence of the scattered light is maintained at
the detector. In practice, this requires that a small field of
view be used. Slight loss in coherence due to photons arriving
at different parts of the detector and thermal shot noise from the

detector result in eq. (3.26) becoming

9(2) (gq,7) = K +B exp (-2Dq2T) . (3.27)

K' represents a background component or baseline, which can be determined

for T >> 1/qu. B can be calculated as 9(2) (q,0) - K.

Calculation of the decay constant for the exponential in
eq. (3.27), and, hence, determination of the diffusion coefficient
for the particles in the sample, is straightforward. If the baseline
value, K, is not known, Swinbourne's method85 may be employed to

2
obtain K, 8 and Dq",
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The expressions for g(l) (g,t) and 9(2) {(q,T) are valid

for a sample consisting of identical, isotropic particles. 1In
practice, however, a sample may be somewhat polydisperse. The main
effect of this on the correlation function is that the decay constant
for the exponential decreases with increasing T, since the diffusion
coefficient decreases with increasing particle size, Hence, a plot
of 1n| g(l) (q,t)l against Tt will not yield the expected straight
line of gradient -qu, but a curve, with initial gradient -qu.

Pusey et 5196 have expanded exp (-T't) around exp (-ft), i.e.

exp (-T't) = exp (-T1) expl -(P-f)r]
=2 2
= exp (-I't) x (1 - (T-I)t + if%%l_l_
=33
(r-r) =
31 + cevne ) (3.28)
The mean decay rate, f, is defined by
- 00
r = é re (r) ar , (3.29)

where G(I') is the normalised distribution function of the decay rates.
Thus,

Tz T

| (1) p2
9 21 3t

(@, ] =exp (-TO){ 1 + + eeees } (3.30)

where Wy is the ith moment about the mean of G (), i.e.
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My = of (r- ) ' g @) ar . (3.31)

Using the identity 1ln (1 + X) = X - %-Xz teseoe ¢
m g™ (o) = -Te+d 2 G2
g q,T Tr 9 ET T
Y
1 3 =~ .3
- - PT) + L NN - (3.32)
3! I..-3

For a monodisperse system (i.e. a single exponential decay
in the correlation function), Wy = 0. A plot of d lnl g(l)(q,T)l/dT
vs. T should yield a function with a linear gradient term (i.e.
dependent on 1), p2. From this, anestimation of the z-average

normalised variance of the D distribution (T = qu) can be egtimated,

u /TP = |(62) - b2 B2 . (3.33)
2 z z z

Photon correlation spectroscopy is now a widely used tool
for characterising colloidal dispersions and for studying the

diffusion of polymers in solution.
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3.4 LASER-DOPPLER METHODS

3.4.1 RELATING POWER SPECTRA TO CORRELATION FUNCTIONS

It was briefly mentioned in §3.2 that the motion of the
scattering particles results in a Doppler shift between the
incident and scattered light. Clearly, scattering from a sample
containing randomly diffusing particles will result in a broadening
of the frequency distribution of the scattered light. A

quantitative description of this broadening is required. 1If wo and

oy are the incident and scattered light radial frequencies respectively,

then the Doppler shift, w, is simply ws - wo. Let I(w) be the

power spectrum of the scattered light, centred around wo. According
to the Wiener-Khintchine theorem87, if some event x(t) is generated
by a stationary random process, the ensemble power spectral density,

¢ (w), is defined by

I c(1) exp (~iwt) A1, (3.34)

1
¢ (W) = o

where C(t) is the ensemble correlation function. Thus, for the

scattered light power spectrunm,

I(w) = %; fw g(l) (q,T) exp (=-iwt) 4t , (3.35)

i.e. Fourier transformation of the correlation function from the time

domain to the frequency domain will yield the power spectrum, or
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Doppler spectrum. For identical, spherical particles,

1 @ 2 ]
I(w) = EY= J exp (-DqQ 1) exp (~iwT) 4t . (3.36)

The Fourier transform of an exponential such as in eq. (3.36) is

well-knownea. In this case,

I(w) = Zqu/(wz + (qu)z) v (3.37)

i.e. the power spectrum for the scattered light from identical,
randomly diffusing particles is a Lorentzian, centered around the
incident frequency, and with a width at half height of 2Dq2 rad,

In principle, the power spectrum should also be obtainable by
Fourier transformation of the scattered light signal from the time
domain into the frequency domain. With the "homodyne" method so
far described, this is not directly possible, since it would require
a spectrum analyser capable of Fourier transforming signals with
W, - 6 x 1014 rad s-l, and yielding spectra witha resolution of
160 to 102 Hz (27 to 2007 rad s-l). The "heterodyne" method,
described below, does allow frequency spectra to obtained for the

scattered light.

3.4.2 OBTAINING DOPPLER SPECTRA BY HETERODYNING (LIGHT

BEATING)

A commonly used method in radio electronics for determining

small frequency shifts around a large "carrier" or "centre" frequency

- 59 -



is that of heterodyning., For example, frequency modulated radio
broadcasts are demodulated by mixing the received signal with a

signal whose frequency is the centre frequency of the transmitted
signal. The two signals add together to produce a "beat" frequency,
equal to the frequency difference. Hence, by analogy, if the scattered
light signal (i.e. the photo current from a detector) were to be

mixed with a signal whose frequency is that of the incident laser
source, a beat frequency equal to the Doppler frequency would be
obtained. This is not possible, however, since the frequency response
of typical detectors diminishes rapidly above a few MHz - GHz.
Fortunately, though, the non-linear response of the photo detectors
usually used in dynamic light scattering experiments can be

exploited. Forrester et 3189 discovered that when the Zeeman-split
emission line from mercury (546.1 nm) fell on a square law response
detector, the two strong optical components beat with each other to
produce a photocurrent with a strong frequency component at * 10lo Hz.
Thus, if one of the light waves arriving at the detector is that from
the laser before it is scattered, and the other is the scattered
radiation, then the two will heterodyne to produce a photo current

from the detector with a frequency equal to the Doppler shift.

This photocurrent can then be fed into a spectrum analyser, and the
power spectrum obtained, with OHz representing wO. Note, however,

that only the magnitude of the Doppler shift is obtained.
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3.4.3 INFLUENCE OF A CONSTANT, COLLECTIVE VELOCITY

The above considerations for autocorrelation functions
and Doppler spectra have assumed that the average velocity of the
particles in the sample is zero. It is now necessary to consider
the effect of a constant, collective motion in addition to the
random diffusive motion. Such a constant motion may be due to
electrophoresis in a uniform d.c. electric field. Let Vc be the
constant velocity motion in the direction of q. Then, the

diffusion equation in eq. (3.13) becomes

2
3(8c (x,£)) D 3° (B¢ (x,t)) 3(6c (x,t))
Bt = 2 + Vc _—sx_—' - (3.38)

ox

. . 90
The first order autocorrelation function obtained for eq. (3.38) is

g(l) (gq,T) = exp (-igycr) exp (-qzbr) ' (3.39)

and the corresponding power spectrum is

2.2
I(w) = 2Dq2/((w + qvc)2 + (bq ) ) , (3.40)

i.e. in the presence of a constant velocity, Vc' in the direction of
g, the power spectrum described by eq. (3.37) is simply shifted by
a frequency qvc. Figure 3.2 illustrates the frequency spectra

and correlation functions for the incident light source, the

scattered light from a diffusing sample and for the scattered light

from a diffusing sample with a constant velocity term. If the
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constant velocity arises through the motion of particles in the sample
due to an applied electric field, then it is possible to determine

the electrophoretic mobility of the samplego. Figure 3.3 shows

an experimental arrangement for the laser-Doppler electrophoresis
(LDE) method. The particles migrate in a direction perpendicular to
the electrodes, which are parallel to the incident beam. Hence, the

velocity component in the correlation function/power spectrum is

v, = vE cos (0/2) = uE cos (0/2) . (3.41)

Thus, eq. (3.39) becomes

1
g( ) (@, T) = exp (~iguE cos (0/2)) exp (-q2DT) (3.42)

and eq. (3.40) becomes

I(w) = 2Dq2/((w + quE cos (6/2))2 + (qu)z) . (3.43)

Thus, in principle, both the electrophoretic mobility and diffusion

coefficient of a sample can be determined simultaneously.
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3.4.4 APPLICATION TO SAMPLES WITH MORE THAN ONE SPECIES

OF PARTICLE

The aspects of dynamic light scattering discussed so far
appl§ to dispersions containing many identical particles. For a
sample containing two species of particles, the correlation function
becomes rather complicated. The desire to study the diffusion of
multicomponent dispersions led Ware and Flygare to develop2 the
method outlined abovegl. Assuming that the different species have
different electrophoretic mobilities, it was proposed that the
scattered light for each species would appearfas digtinct Lqientzian
peaks in the scattered light power spectrum. Ware and Flygare
demonstrated this with a study of bovine serumalbumin (BSA) in
agueous baffergz. The BSA exists as both monomers and dimers in
solution, hence two distinct Lorentzian peaks are found in the
power spectrum when the sample is subjected to an-applied electric
field. In general, if more than one component is present in the sample,
then it is easier to interpret the power spectrum than the correlation
function. It should be noted at this point that the above methodology
is not capable of resolving the direction of the electrophoretic motion.
This allows square wave electric fields to be useq, thereby
minimising polarisation effects due to macroscopic mass transport of

the particles.

Ware and Flygare relied upon the sample cell to scatter some

unshifted incident radiation to provide the light with which to mix
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the scattered light. Yeh and Cummins93 split the incident radiation
source into two beams. One was sent directly to the detector, the
other was passed through the sample under investigation and then to
the detector. Yoshimura et El?4 used the heterodyne method to

study the electrophoresis of polystyrene latex particles in aqueous
buffer solutions. Figure 3.4 is a schematic representation of

their experiment. This "reference beam" method, like the single bean,
homodyne method, requires that the coherence of the‘scattered light
be maintained, hence the usable area of the photodetector needs to
be minimal. An alternative method, which removes the coherence

restriction, is described below.

3.4.5 DUAL BEAM / REAL FRINGE HETERODYNE VELOCIMETER

Consider the identical laser beams intersecting at an angle
6 in, for example,a colloidal dispersion , as represented in Figure 3.5.
The scattered light arriving at the detector due to beam A will

possess a Doppler shift AwA given by

Aw = -k .
A (Ei,A _s) v , (3.44)
where V is the velcocity component of the particle motion in the

direction of g. In a similar way, the scattered light due to beam

B will possess a Doppler shift AUB'

A = - P9 .
© =k, -k V (3.45)




particle velocity, V

. ¢A

laser beams
detector

from same
source

lens

Figure 3.5: Schematic representation of a dual beam/real fringe
heterodyne velocimeter.



Hence, the scattered light from both beams will heterodyne
at the (non-linear) detector to produce a detector signal with a

frequency

w = & -k P V=av (3.46)

T si 0 -
4 512 (V/2) V rad s 1 (3.47)

i 0
- 2 51n4{ /2y v HZz (3.48)

which is directly analogous to the Doppler signal obtained for

the "reference" beam method. Thus, the signal from the photodetector
can be fed into a spectrum analyser to yield a scattered light

power spectrum or Doppler spectrum. It is important to realise,
however, that the detector signal frequency depends on the angle

of intersection between the two incident beams and not the position
of the detector in space. Thus, this arrangement does not require
that the scattered light maintain its coherence at the detector. This
allows wider fields of view to be employed, thereby enabling more

of the scattered light to be used. This offers a clear advantage
over the "reference" beam method, particularly for samples with

weak scattering properties. Since the detector signal arises through
the difference between the Doppler shifts of the two illuminating
beams, this method is also called the "differential heterodyne"

95
technique .
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3.4.6 FRINGE MODEL FOR DUAL BEAM DIFFERENTIAL HETERODYNE

VELOCIMETER96

The intersection 6f the two laser beams in the manner
described above Qill result in interference effects. Figure 3.6
illlustrates how the constructive and destructive interference leads
to the creation of interference fringes, normal to the direction
of g-(Ei,A - Ei,B)' As can be seen gecmetrically, the fringe spacing,

d, is given by

d = M(2sin (&2) . R ¢ W)

Thus, if a scattering body traverses the fringe volume in"the
g-direction, the illumination of that body will vary sinusoidally as
it crosses alternate light and dark fringes. The scattered light
intensity, observed by the detectorgs, will vary sinusoidally with a

radial frequency , 0&.given by

e
[]

27 . v/d (3.50)

4T sin (0/2)
A (3.51)

where v is the velocity component of the moving scatterer in the direction

of gq. Clearly, from eq. (3.4),

w=v.| gl=v.q, ~ (3.52)
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which is identical to eq. (3.46). Hence; the origin of the Doppler
signal can be adequately explained by the concept of interference

fringes. This is easier to visualise than the explanation given in

.

§ 3.4.5.

3.5 PROCESSING THE DOPPLER SIGNAL FROM A REAL FRINGE

VELOCIMETER
In order to appreciate the practical limitations of the
real fringe technique, a description of the general characteristics

of the detector signal is useful.

3.5.1 FRINGE VOLUME SPACIAL ILLUMINATION PROFILE

The-intensity cross section of the laser source used for
a laser-Doppler technique is usually Gaussian. Hence, the intensity
of the fringes generated by the intersection of two such laser
beams will follow a Gaussian distribution. Thus, if a single
particle traverses the whole of the fringe region in the g-direction,
the detector signal will consist of a high frequency component
(the Doppler frequency) with a Gaussian envelope. This is illustrated
in Figure 3.7. In practice, a typical fringe volume may be O.5mm

wide (in the g-direction) and will contain ~ 1000 fringes. The optical

arrangement is usually designed so that the detector only views a

small, central part of the fringe volume, and, hence, the spacial

illumination profile can be considered flat.
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Figure 3.7: Origin of spacial illumination profile and Doppler
signal for one particle traversing fringe volume.



3.5.2 PROCESSING SIGNALS DUE TO SINGLE PARTICLES

An ideal signal, such as depicted in Figure 3.7, is
relatively straightforward to process. High pass filtering of
the signal yields a signal such as shown in Fiqure 3.8. The
determination of the Doppler period is easily achieved using frequency
counting techniquesgs. In practice, the detector signal will
contain high frequency noise, which is readily removed by low-pass

filtering of the signal. (See inset in Figure 3.8).

3.5.3 SIGNALS DUE TO MANY PARTICLES

The scattered light detected from a dilute colloidal
dispersion will usually result from the motion of many particles in
the fringe volume at a given instant. The signals from each particle
will generate random interference events. Figure 3.9 represents the

detected signal for multiple particle scattering.

The processing of such signals using simple counting
techniques is difficult. Determination of the frequency spectrum,
however, is straightforward. A spectrum analyser can be employed
to do this. Modern spectrum analysers employ fast Fourier transform
processing and can be considered real time processors. Older analysers,

employing frequency sweeping techniques, can present problems. These
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FigureA3.9: Doppler signal due to many particles moving in the
fringe volume,




are discussed by Durst 33_33?5. The choice of spectrum analyser

is dictated by the magnitude of the velocities that are to be
measured. The study of electrophoresis involves the measurement

of electrophoretic velocities of the orde? of 10 = 100 pm s-l.
Typical fringe spacings are of the order of 0.5 - 2 ym. Thus,
Doppler frequencies of the order of 10 - 200 Hz are expected.

Audio frequency spectrum analysers (0 to 25 kHz) are generally
available and are ideally suited to the study of laser-Doppler
signals arising through electrophoresis. However, there is a
problem. The signal depicted in Figure 3.9 contains a low frequency
component as well as the higher frequency component of interest.

The frequency spectrumfor this signal will be of the form shown in
Figure 3.10. The low frequency component in the signal gives

rise to the "pedestal" shown in the frequency spectrum. It is necessary
to consider two aspects of this signal. Firstly, what parameters
influence the relative amplitude of the pedestal and the desired
Doppler peak and, secondly, what factors determine the separation

between the two peaks.

The ratio of the amplitudes of the desired Doppler peak

and the low frequency pedestal is proportional to the signal to

noise ratio, which depends on?3 :
(i) laser power,
(ii) ratio of particle size to fringe spacings
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(iii) relative intensities of the incident beams,

(iv) optics alignment and light collecting equipment.

97 . . . .
Durst and Whitelaw  provide the following equation for determining

the required laser power, PL' for use in a laser-Doppler apparatus,

104 . Di - hv . VD
PL = > > (3.53)
67 W; nc Qscat rp Nph

where DI is the diameter of the focussed laser beam, hV the photon
energy, VD the Doppler shift, ﬂc the light collection efficiency,

nq the quantum efficiency of the detector, Qs the scattering

cat

efficiency of the sample, rp the particle radius and Nph the number
of fringes observed by the detector. Quantitatively, eq. (3.53)
is not very usefulgs, but it does show that, for example, higher
laser power is required for smaller, faster-moving particles.,
/

Intuitively, it is expected that the optimum ratio of particle
size to fringe spacing should be ~ 0.5, so that the motion of the
particle across a fringe results in maximum change in scattered
intensity. Theoretically, the optimum value has been calculated

as 0.58698. In practice, it is found that a wide range of particle

sizes can be faithfully studied using a fixed fringe spacing.
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The intensities of the incident beams should be the
same in order to obtain maximum contrast between light and dark
fringes. 1I1f the intensities are very different, the dark fringes
will no longer be of zero intensity, but only slightly different
than the light fringes. Poor "fringe visibility" leads to

reduced signal to noise ratio.

Finally, incorrect alignment of the optics or badly
focussed light collecting equipment will reduce the signal to noise

ratio.

Typical signals obtained from LDE experiments yield pedestals
with half-height half-widths of the order of 10 Hz. A typical, highly
charged aqueous dispersion subjected to an electric field of ~ 5 to
10 kv m—1 will yieid Doppler frequencies of the order of 10 -100 Hz.
(LDE €Xperiments using the real fringe method usually employ
scattering :angles between 10o and 200). Thus, to avoid overlap
between the two peaks, high field strengths are generally desirable,
and scattering vectors should be chosen such that the diffusion

broadening of the desired Doppler peak is not too great, i.e.
2
DG < g.v . . (3.54)
Small g values are therefore desirable, but this will

require higher electric field strengths to be used in order to obtain

suitable Doppler shifts.
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Clearly, in order to study dispersions with small electro-
phoretic mobilities either high field strengths need to be used
(undesirable), large scattering angles are required (reduces signal
to noise ratio and increases diffusion broadening) or the pedestal

needs to be removed. The latter option is generally favoured.

3.5.4 PEDESTAL REMOVAL

The easiest and cheapest method available for removing the
pedestal signal is to use a high-pass filter. This works well when
the desired frequency component is much higher than the width of
the pedestal. However, for LDE experiments, this may not always
be the case, and hence simple filtering may distort the desired

Doppler signal component, as well as removing the pedestal.

A more elaborate method which can remove the pedestal
signal, even when the desired component lies within the pedestal
band width, has been used by Bossel g&_ﬂl?g and Dandliker and Itenloo.
A plane polarised laser beam is passed through a Wollaston prism,
which yields two emerging beams, one at a pclarisation angle of
+45° to the incident beam, and the other at -450. These two
beams are then passed through the sample as normal and the scattered
light focussed onto a second Wollaston prism. Two photodetectors are
used to detect the +45o and -45o polarised components separately.

Subtraction of the two detected signals removes the pedestal signal

without distorting the required part of the signal.
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A more commonly used method for removing the pedestal signal
exploits the fact that the pedestal frequency occurs at an absolute
frequency near to OHz. Thus if the Doppler signal could somehow
be modulated by a high frequency, then high pass filtering and
subsequent demodulation of the detected signal would remove the
pedestal signal. Moreover, both positive and negative Doppler
frequencies would be obtained, allowing the direction of the particle
motion to be determined. The method used to modulate the Doppler

signal is described below.

3.5.5 MODULATION OF THE DOPPLER SIGNAL BY LIGHT FREQUENCY

SHIFTING

If a frequency shift Aws is induced in one of the incident
laser beams used in a real fringe experiment, the interference
fringes formed will move in the direction of g at a rate such that
Aws/21r fringes move past a fixedpoint in space per second. Thus,
a particle moving with a velocity V in the g-direction will yield
a Doppler frequency of Aws + gv. A particle moving with the same
speed but in the opposite direction will yield a Doppler frequency
of Aws - qv; i.e. the Doppler spectrum is shifted by bw < and the
signal becomes direction-sensitive. However, the pedestal signal
remains centred around OHz. For LDE experiments, Aw s/21r is chosen
to be a few kHz. For gv/2T typically up to 100 Hz, the detected

signal can be easily high-pass filtered to remove the pedestal

without any deterioration of the desired component. The filteredsignal



can then be fed into a suitable spectrum analyser that can demodulate
the signal at ~ Aag. Examples of spectra obtained in this manner

are presented later.

A number of methods are available for frequency-shifting
laser radiation, which are amply described by Durst et 3195.
The simplest and cheapest method utilises a rotating diffraction
grating, or half-wave plate placed in the path of the beam. However,
this doessuffer from the possibility of generating unwanted mechanical
vibrations in the equipment. For electrophoretic studies, this may
be a problem. The method often used, and chosen for the PALS
apparatus described later, is that of acousto-optic modulation.
The operation of an acousto-optic modulator (AOM), or "Bragg cell",
is based upon the principles of the Debye-Sears effecthI. Figure
3.11 illustrates the functioning of a Bragg cell. An acoustic
propagation is set up in a suitable medium, such as crystalline
lead molybdate. The sound waves generate density fluctuations in
the crystal, which, in turn, change the refractive index of the crystal.
The incident laser beam is passed through the same crystal at such
an angle that diffraction of the beam occurs due to the propagating
sound wave. The output from the cell consists essentially of a zeroth
order beam and two first order diffracted beams with frequencies equal
to the incident laser frequency, wb, plus the acoustic frequency,w b
and wb - ag. Proper alignment results in most of the beam power being

concentrated in one of the first order beams. However, the typical
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Figure 3.11: Schematic representation of the functioning of a

Bragg cell (after ref. 95).



acoustic frequencies required to give good first order beams are
between 40 and 100 MHz, depending on the diffracting medium. For
example, the Isomet model 1205C AOM used lead molybdate as the
diffracting medium and has an optimum operating frequency of 80 MHz.
For electrophoresis studies, a typical "fringe" frequency between
500 Hz and 2kHz is used, hence frequency shifting one of the

beams is not sufficient. It is necessary to frequency shift both
of the laser beams - cone by ak and the other bytub +-Aws. Figure
3.12 is a schematic representation of areal fringe, direction
sensitive LDE apparatus, utilising two AOMs.

Commercial Bragg‘cells are provided'aslﬁomplétenunits ;
containing the guitable medium and an ultrasonic transducer to convert
an external radio frequency (RF) signal into the required ultrasonic
signal. Generation of the RF signals, exp (i(wb + Aws)t) and

exp (Lw,_ t) is described later.

b

3.5.6 PRACTICAL LIMITATIONS OF THE MOVING FRINGE LDE

TECHNIQUE

This section is concerned with discussing the resolution limits
for the moving fringe LDE technique employing frequency analysis of the
Doppler signal, and low frequency square waves as the electrode drive

signals.
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It has already been stated that the pedestal signal does
not appear in the useful part of the Doppler spectrum when using moving
fringes. The use of square wave electric fields is desirable so as
to minimise the effects of polarisation and Joule heating. Although
electrophoretic motion in a reversing field will yield two peaks
in the Doppler spectrum for a given species (one at Aws - quE, the
other at Ag + gqpE), this is advantageous if another collective
motion, Vc, due to convection for example, is present. The various
schematic spectra in Figure 3.13 illustrate this. The difference
between the two electrophoretic peaks arising through motion in the
square wave electric field is simply 2qpE. Neither motion in a
constant field nor the static fringe LDE method can easily allow
for the convective Doppler shift, qvc. Examples of real Doppler

spectra are given later.

The use of symmetric square wave fields effectively breaks
the temporal averaging procedure into many short time batches. The
duration of a single positive (or negative) pulse imposes an
additional limit on spectral resolution. The Doppler spectrum,
which was continuous for a true d.c. field, now conNSists of a series
of harmonic peaks spaced at multiples of the applied field frequency.
Thus, it is necessary to keep the frequency of the applied square
wave small compared to guE; i.e. electrophoretic motion needs to occur

over several fringe spacings during a single field pulse.
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Although this is not a critical limitation for many aqueous colloidal
dispersions, it does impose severe restrictions for non-polar dispersions.
High voltages need to be applied across the electrodes for systems
with small mobilities. For example, an aqueous system with

-8 2 -1 -1 . .
y=1x10 m S V “can successfully be studied by LDE using an
applied field of 5V across electrodes 2mm apart with a reversal rate

. -10 2 -1 _-1 |, .

of 2Hz. A non-polar system with p =1 x 10 m s V © will require
500V across the same electrodes if similar Doppler shifts are to be
obtained. Thus, the problem of excessive Joule heating is likely
to arise (§ 2.5.1). 1If the restriction of multiple fringe crossing
by the electrdphofesing particles could be removej, then this
'problém would be reduced and dispersidns with vefy small electrophoretic
mobilities could be studied without the need for very strong electric
fields.

3.6 PHASE ANALYSIS LIGHT SCATTERINGsz' 102, 103, 104

Phase analysis light scattering (PAtS) is a modification
of the moving fringe LDE technique described above which removes the
restriction of multiple fringe crossing by particles undergoing
electrophoresis. The PALS theory presented here is an extension of

" 102
the theory for the technique described by Schatzel and Merz .
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The key difference between conventional LDE and PALS is
that, in the latter case, the moving fringes are used for phase
demodulation of the laser-Doppler signal. It is assumed that
the frequency difference between the two laser beams is determined
by an audio frequency (AF) generator yielding a "reference" signal

o}
exp (i @ t).

3.6.1 RELATING PARTICLE DISPLACEMENTS TO OPTICAL PHASE

CHANGES

If one considers @a stationary scatterer located
within the fringevolume, then the observed scattered light signal
will simply be a sine wave of fregquency Aws. There will be an

arbitrary, but fixed phase shift, ¢ ¢ between the scattered light

arb
signal and the reference signal, determined to some extent by the
filter characteristics of the electronics, but, more importantly, the
initial position of the scatterer, xj(O). If the stationary scatterer
is moved by the equivalent of half a fringe spacing (i.e. d4/2) in the
direction of g, the phase shift between the reference signal and

the scattered light signal will change by T radians. In general, for

a moving scatterer, j+ the phase at a time t will be given by

ar

b0 =0 al X, (8) - xj(O)]

q xj(t) (3.55)
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when ¢ar is taken to be xj(O). Figure 3.14 illustrates how the

b
optical phase, relative to exp (i Aws t) depends on the position
of a single scattering particle. Thus, if a particle moves in the
direction of g with a velocity V, the phase difference will change
by v. 2 T, 2 sin (8/2)/) rad s (from eg. (3.51)). The phase
change as a function of time will resemble that depicted in

figure 3.15. Hence, the mean phase change with time should yield

. c .
the collective, constant motion, x( )(t), while the mean squared phase

(d)

change should also contain a diffusion contribution, xj (t), i.e.

(c)
<A dr)> = SL{%;-—iEL = v (3.56)

and

<bao)?r = w9 en?s <[ ¢j(d)(t) -¢ j(d’(0)12> (3.57)

)

= wwn? « p’e . (3.58)

For electrophoresis in a d.c. field, V(c)(t) = ggE. There is no

lower limit to the required particle displacement other than the dete-
ction noise of the apparatus. Thus, in principle, this method

is ideally suited to the study of electrophoretic behaviour of
non-polar colloidal dispersions. The situation is more complicated
for the phase of a more realistic, many particle laser-Doppler signal.
Let A(t) and ¢(t) be the amplitude and phase of the compléx Doppler
signal respectively (relative to exp (i Aws t)). The complex Doppler

signal, u(t), relative to exp (i Aws t), is then
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u(t) = A(t) exp (i ¢(t)) . (3.59)

(c)

The phase contribution due to collective motion, ¢ (t), can be
defined by

+ (c

¢( )(t) = quE(t) (3.60)

. , . o
and a diffusive phase contribution is represented by ¢( )(t). For

electrophoresis and diffusive contributions only,

s =6+ o0y (3.61)

Electrophoretic motion is contained in ¢(c)(t), only. Diffusion

does not affect ¢(c)(t), but completely determines A(t) and ¢(d)(t).

The random nature of diffusion ensures that < ¢(d)

(t) > = 0 over some
time T. Thus, the averaged phase change may be used to estimate the

electrophoretic motion. An alternative scheme, which provides better

statistical accuracy, is described below.

3.6.2 THE TWO-TIME DISTRIBUTION OF THE COMPLEX DOPPLER

SIGNAL AND ITS IMPORTANCE

The complex Doppler signal, u(t), relative to exp (i Aws t),
represents a complex Gaussian stochastic processwith independent

real and imaginary parts and a temporal correlation (cf. eqg. (3.20)).

<u(t) u* (t + 1) > = <A2> exp (-quT) . {(3.62)
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The probability density distribution, p(§), for an n-dimensional

Gaussian process X is

= 1 1 - -1 -
p(x) = 73 . exp (- E'XT Cov 1 x) (3.63)
(2m) "< ¥V (lcovl
T . .
where Cov = (€ x.,x.”).,. and (a,.) = (a..). For a one dimensional
i3 i3 ij ji
Gaussian process
(R) = 7—2— exp (- %% / (20%)) (3.6
P 773;7‘?‘3 P «64)

The covariance of a two-dimensional process is related to O by

Cov = 02 1 P
p 1 [ ] (3.65)

The value of p will be seen later. The inverse covariance is

-1 2 -1
Cov =0 1l P (3.66)
o 1l
2
a L (3.67)
p ljo 1
2 2 3 2
"o fl-p e L= e % \3.68)
3 2 2
p —p 1-p 0 1-p
2 2 3 2
=9 [te oo 1= ° \@.69)
0] 1l - 2p +p =p + 03 1l - p2
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2 2 2 2
=0 1 - - -
popmey 1 P ° .70
2.2 2
0 (1 -p°) -p(1 -p") (1-92)
2 2
=0 -
1 - 0 1  \.71)
0 1 - p2 -p 1

For the Doppler signal, let x and y be the real and imaginary components;

i.e.
x + iy = A exp (i¢) (3.72)
and, at a time T later,

x” + iy° = A7 exp (i$”) . (3.73)

The 2-time probability distribution function of u(t) at t=t and t=t+T

is

p(x, vy, x", ¥) =plx, ) e« p (x*, ¥°) (3.74)

Now,

1 1 l1 -9 1 X
p(x,y) = exp{ - = (x,y —_— ( ) } (3.79)
2T 02/(1- p2) 2 P 1] 42 (1_92) Yy

= 21 3 exp{'——zl————z— (x~Py, =Px+y) C:)} (3.76)
2 10y (1-¢) 20 ° (1-¢")
1 1l 2 2
= expf -——-————————[ X =pXy =pXxy + ¥ ]}(3.77)
2 1 o’ /(1-p2) 2 o2 (1-02)
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Hence,

plx, y, x°, ¥°) = 3 i expl- ; 3
4 T 0 (1-p7) 20 (1-57)
x2-2pxy + y2 +x? e 2px” y° + y,2]}
Now,
<x2> = 0‘2
and
<A2> = <x2> + <y2> = 202
From eq. (3.61)
02p = <xy> = 02 exp (-qur)
thus,
2
p=exp (-Dg T) .
Hence, the two-time distribution of u(t) reads
Ld » l
P(XIYIXJY)"" 2 4 exp{- >
(2m) ¢ (1-p7) 20 (1-p)

-20aR" cos ($-07)]}

(3.78)

(3.79)

(3.80)

(3.81)

(3.82)

(22 + &

(3.83)

2



2

= A A" exp { -[A2 +2°% - 2 A A" exp (-g°D1) cos (4'-9)]

/[<A2> (1-exp (-2q2DT))]} /[ 12< a2>? (l—exp(-ZqZDT))] (3.84)

=p (A, 6A, ¢, 8¢), where A = A(t), A" = A + 8A =

A (t+1) and ¢ = ¢(d)(t), 0 = ¢ + 6¢ ¢(d)(t+r).

2 ~ 2 . . . .
For small 1, exp (-g Dt) ~ 1 - g D1, hence the 2-time distribution

simplifies to

2 2AR° (l-qztk)

p (A, 8A, ¢, d¢p) ¥ A A” exp { -[A2+A'
cos (54)] / [«a’> 24°Dr ] 7/ [x? a?? (2q201)] (3.85)
2 2% exp { - [28° + 282 + 6A° - 2a (A+8A) (1-g°D1)

(1 - 86°/2)] 7 [«a®> 2q°D1 J1/ [n° %% 2d’on]  (3.86)
x 52 exp { -[5A2 + 2n° q2D1 + 2% 5¢2] / [<A2> 2q2Dr]}
/ [n? <a®? )2q%0)] (3.87)
= (2a / <A2>) exp { -A2 /< A2> } -(1/2n)

o [2r <% (qut)]- exp { - 6a% / [2 «a® ¢°prt ]}

« A [ 2w <A2> (quT)] exp { - A2 6¢2 / [ 2 <A2> quT]}(3.88)

Eq. (3.88) is a product of 4 distributions: a Rayleigh distribution

for the amplitude, A, a uniform distribution for the initial phase,¢ ,
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and Gaussian distributions for the amplitude change, §A, and for

the product of amplitude and phase change, A§¢. The individual random
variables for each of the probability density distribution functions
in eq. (3.88) are statistically independent. A§¢ is statistically
independent of A, ¢ and &§A, but not §¢ itself. The distribution of
phase changes, 8¢, has a width which is proportional to the inverse
of A. Hence, as A tends to zero, the variance term, and all

higher moments, of §¢ diverges. This is as one would expect, since
the phase of a signal with zero amplitude is ill-defined. Scattering
from many particles will occassionally result in destructive
interference, leading to very small amplitudes. Hence, the use of
mean sguare phase changes for determining velocity information from
many-particle signals in undesirable. The diverging variance of

8¢ indicates that the distribution of §¢ decays slowly, resulting

in poor statistical accuracy for mean phase changes, too.

From eq. (3.88) the distribution of §¢ may be computed as a

Student's distribution with two degrees of freedom,
=-3/2
2 2 2
p (8¢ =q Dt (29 DT + &§¢ ) ’ (3.89)

whereas the distribution for the random variable A§4 is a Gaussian

2 2
with variance<A >gq Dt. A ¢ is defined as a new variable, § Q,

60 = A . 8¢ ‘ (3.90)
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Hence,

p (60) =[21 <a® (%) exp { -60%/[2a% qBo1)}(3.01)

80 is termed the "amplitude weighted phase change". Figure 3.16 shows
the probability densities for the diffusive part of unweighted and
amplitude weighted phase changes for 2q2DT = 1. The sharper decay

of p (8Q) indicates that the use of amplitude weighted phase changes
for the determination of velocity information will be statistically

superior than the use of unweighted phase changes.

3.6.3 THE AMPLITUDE-WEIGHTED PHASE DIFFERENCE (AWPD) FUNCTION

A finite time; amplitude-weighted phase difference (AWPD)

can be defined by temporal integration over 6Q,

t
Q(t) - Q(0) =J A (t7) o(t7) at”
o]
~ t/T . 8 )
- s A (GT) ¢ (3T) . (3.92)
j=o

For diffusive motion only, the AWPD averages to zero. With incorporation

of a collective motion due to electrophoresis, the AWPD reads

(a) (d)

o) - 010) =0ty - 0@ 0y + 0 (t) - 0 (0) , (3.93)

t .
Q(C) (t) - Q(c) (0) = {) aie’) 0 (%) ar’
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=}°A (t") qu E(t") at’. (3.94)
(o}

The mean value of the AWPD may be obtained by ensemble averaging,
or, more conveniently, by temporal averaging over many identical

cycles of the applied field, E(t), yielding

t
<Q(t) - Q(0)> =<A> q u S E(t7) at’. (3.95)
o
For a sinusoidal field,
E(t) = E sin (w t + ¢) , (3.96)
o e
eq. (3.95) becomes
t
<Q(t) - Q(0)> = <A> q p E_ J sin (wet‘ +¢ ) at”
o]
=<A> q Eo{ cos ¢~ cos (wet +4)} / w, - (3.97)

Since ¢, @, and Eo are known by design of the experiment, and <A> may
be determined easily from the measured Doppler signal, a measurement

of the mean AWPD yields the wanted electrophoretic mobility.

The above account-of the AWPD function has assumed that only
diffusive motion and electrophoretic motion:-under the influence of
a sinusoidal electric field are present in the sample. In many real

cases, another collective motion may be present due to, for example,



thermal convection Or sedimentation/creaming. If this collective

motion is described by a constant velocity, Vc' then the AWPD becomes
<Q(t) - Q(0)> = <A> q[vct + pEo {cos ¢
cos (w,t +¢)} /w, | "~ (3.98)
Hence, a PALS experiment generating AWPD functions can readily
determine both the electrophoretic mobility of a sample and a

constant velocity term, vc. The signs of both velocity components

are obtained.

3.6.4 THE AMPLITUDE-WEIGHTED PHASE STRUCTURE (AWPS) FUNCTION

It has already been stated that a random process x(t) can be
described by its temporal correlation function (§ 3.3). It is also

possible to describe it by the mean square change over some time 1T,

s(t) = <|x(t) - x(t -1)|2> (3.99)

S(¢) is known as the structure function of x(t)103. Thus, the

amplitude-weighted phase structure function (AWPS), first described

1
by Schatzel and Merz 02, is

(4) (d)

<[ o(t” + ) - Q(t')]2> =<[ 0" (t+t") - 0 (t’)]2>

+ <[Q(°)(t+t‘) - Q(c)(t‘)]2> (3.100)
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. . 2. 2 . . .
The first term is simply <A > q Dt, since §Q(t) is a Gaussian random

variable. The collective (electrophoretic) term is

t ot
g ol (treey - Q(C)(t»)]2> = %v2r F<E(") E@®*)> o
O O
< A(t”) A (t°7)> dt” d4dt°” . (3.101)

For t >> q/qu, <A(t?) A(t”?)> may be replaced by its long time
limit, <A>2. Hence, for electrophoretic motion in a sinusocidal field,

the collective AWPS term is

( 22

» rd 2 2
<[ 0 c)(t+t ) - Q(c)(t )] 2> =qp Eo <A>C o

} } cos (W t¥ - w t*”) at° dt*”°/ 2
e e
oo

222 2 2
= q"uE, @[ 1 - cos ut] ) . (3.102)

Including a constant velocity, Vs the total AWPS reads

2 2
t +

<[ gt*+t) - Q(t‘)]2> - qut v g2 a2 v,

2 2 2
1- t . .
p Eo [ cos & ] / W, } (3.103)
Hence, the AWPS function can be used to obtain the diffusion coefficient,
electrophoretic mobility and the constant velocity of the dispersion

being studied. Note, however, that in contrast to the AWPD function,

the AWPS function does not yield the sign of either p or v.e
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The necessary relation between <A> and <A2> is easily

computed from the Rayleigh distribution of A in eq. (3.88) as

2 2
<A >=4 /1 « < A> . (3.104)

It is important to note that the AWPS function is obtained by
continuous averaging over all times, t”, whereas the AWPD function is
obtained by synchronous averaging with cycles of the applied field.
If, however, the mean square amplitude-weighted phase change is also
obtained by synchronous averaging with the applied field, then eq.
(3.103) becomes more complicated. The continuously-averaged

AWPS function may be expressed as

T
<[.Q(t+r) - Q(t)]2> = lim % i) [Q(t+T) - Q(t)]2 dt , (3.105)
(o]

T+
whereas, for the synchronously-averaged AWPS function,

2 1 2
<[ O(t+T) - Q(t)] > = 1lim ﬁ-[Q(t+t) - Q(t)] (3.106)
T+ t=TM+t
o
where M is the number of electrode cycles of period T, and to is
the time on the electrode cyele at which averaging starts. Thus,

for a sinusoidal motion, X sin (wet) (x=uE°/we), and a constant

velocity motion, vC t,
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{c)

(€),. 12y _..2 2 s
<fo" ey - '] = <w® " [V _(e_ 1) -V e+

Xsin Wt 4w T) - X sin (w t )]2 (3.107)
e o e e o
= <A>2 q2 [V2 12 +2vT X (sin (w t +w 1) -
c c eo e
sin (uwt )]'+ ;2 Bsin wt +wT) -sin (w t ))2] (3.108)
e o e o e eo ¢
22 2 2 5
=<A>'q [Vc T+ 2VCTX (2 cos ((2weto + wet) / 2 ))e
in (¢r/2)) + X (2 cos ((20_t +w 1)/2) sin _t/2))7] (3.109)
sin (@t c w b, ot o .
2 2, 2 2
= t + .
<A>° g [Vc‘t + 4V PE Ju,) cos ((2w, ot e.TI/2)
sin (w t/2) + E /w )2 * (l4cos (20 t + W T)) *
e o e eo e
(1 -cos (wt))] {3.110)
‘ e
Eq. (3.110) contains a cross term with the constant and sinusoidal

. 2.2 2
motions, as well as the independent ch and (qu/we) terms.

Averaging over all t° reduces eq. (3.110) to

- 9] -




2 2 2 22
<|Q(C) (t+7) - Q(c)(t)I > ¢ = <A>q [vc'r + (qu/we)z(l-cos(we'r))]

(o]

(3.111)

which is the same as for the continuously averaged AWPS function.

Figure 3.17 illustrates some typical APWD and AWPS functions for both

synchronous and continuous averaging.

3.6.5 AWPD vs. AWPS FUNCTIONS FOR ELECTROPHORETIC MOBILITY

DETERMINATION

With two different methods available for determining the
electrophoretic mobility by PALS, either via the AWPS or AWPD functions,
it is necessary to assess the relative merits of each. A comparison

of the statistical accuracy of both methods is given in Appendix 1.

In wishing to interpret the electrophoretic mobilities of
non-polar dispersions, it is clearly very important to obtain both
the magnitude and the sign of the mobility. Hence, the AWPD function
is prefered. However, the AWPS function can provide diffusive inform-
ation about the sample, which may also be of importance, The diffusion
coefficient of the particles may also be obtained from the correlation
functions described below (§ 3.6.7 and 3.6.8). Aswill be seen from
the AWPD and AWPS functions for various samples studied for this work,

excessive diffusion of the sample can dominate the AWPS funetion. For
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systems with very small y, the electrophoretic component of the AWPS
function is often undetectable. However, by using the AWPD function,
the electrophoretic component is not dominated by diffusion since

the diffusion term averages to zero.

Although high resolution determination of the electrophoretic
term in the AWPD function is not diffusion limited, it may be
limited by an excessive constant velocity term, vc. Ideally, the
constant velocity term should be as small as possible. However,
sedimentation or thermal convection of the sample can lead to constant

velocities higher than 20 pm s-l. For a sample with p = 5 x 10-11 m2

s_1 V-l, subjected to a sinusoidal electric field of 100 V across

2mm at a frequency of 30 Hz, the maximum displacement of the particles
due to the field will be of the order of 100 nm. Thus, to determine
M4, the linear component of the AWPD function needs to be minimised.

A method for achieving this is described below. Examples illustrating

the importance of this method are presented later.

3.6,6 MINIMISATION OF THE CONSTANT VELOCITY TERM

The scattered light signal obtained from the detector,

Uo(t), during a PALS experiment is

- QF =



ne1z

U (t) =
o

a, (t) exp[ i¢j(t) + idw st] . (3.112)
j

1

Expanding d%(t) into the relevant diffusive, electrophoretic and

(d) ¢(e)

constant velocity terms,¢j‘ (t),

(t) and ¢(v)(t), respectively,

yields

n et

Uo(t) = aj(t) exp [i ¢;d) (t) + i¢(e)(t) +

j=1

v
16 (¢) + 180 st:] . (3.113)
Hence, if the amplitude and phase information required for the AWPD
(or AWPS) function are obtained by demodulation of Uo(t) relative

to a frequency ¢(V)(t) + Aag, instead of Aw o’ then the complex

signal processed to obtain the AWPD (or AWPS) function will be

N (d) (e)
U(t) = % a,(t) exp [i% () +i¢ o (8)] o (3.114)

Therefore, determination of the AWPD function will yield electrophoretic
information only, and the corresponding AWPS function will yield
electrophoretic and diffusive information only. The value of the
appropriate demodulation frequency may be obtained by using a spectrum
analyser, since the constant velocity term simply results in a linear
displacement of}the Doppler signal in the frequency domain (eq. (3.40)).An
alternative method is described later, and, as will be seen, proves

to be very useful for studying dispersions with extremely low

electrophoretic mobilites.
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3.6.7 CORRELATION FUNCTIONS FOR THE REAL/IMAGINARY PART

OF THE COMPLEX DOPPLER SIGNAL

From the previous discussions of autocorrelation functions
used in PCS, it is clear that autocorrelation of the real or
imaginary component of the PALS complex Doppler signal, relative
to exp (i Aws t), will yield the first-order autocorrelation
function. For diffusive contributions only, this will be the same
as eq. (3.20). A relationship exists between the first-order
correlation function and the structure function for a stationary,

103
random process, x(t),

G(T) = <x(t) x (t-T) > (3.115)
sy = <[xt) - x (t-1)] % (3.116)
and S(T) = 2G(0) - 2G(T) o (3.117)

Thus, in the presence of electrophoresis in a sinusoidal field,

the general nature of g(l)(T) will depend upon whether or not
synchronous averaging is employed. With continuous averaging, a
sinusoidal component with frequency We is expected in the correlation

function. With synchronous averaging, sinusoidal components at “e

and 2we are expected, just as for the AWPS functions.




The recent study of Gaigalas 33‘3175 into the electrophoretic
response of submicron particles to alternating fields has already
been mentioned (§ 2.5.2). They used PCS to obtain homodyne auto-
correlation functions for particles moving under the influence of an
applied sinusoidal electric field. . They found, for we / 2T >100 Hz,
a single sinusoidal component in the autocorrelation function. At
lower frequencies, a second harmonic component is included in the
correlation function. Their conclusion is that a frequency-
dependent, apparent complex electrophoretic mobility is required
to explain their observations. It is further suggested that the non-
linear response of the particle velocity to field frequency may be
caused by the inherently non-linear hydrcdynamic interactions between
the particles and the surrounding liquid. As will be seen from
AWPD functions presented later, the electrophoretic mobility in a
sinusoidal field is not frequency dependent. Gaigalas et al mistakenly
assume that the homodyne experiment can yield absolute phase
information for the scattered light, whereas the phase information
is lost at the detector. What they observe with their experiment
is a relative displacement of sinusoidal particle motion, i.e.
electrokinetic polydispersity. Sch;tzel105 has considered this
problem, and obtains the following expression for the normalised
second-order autocorrelation function for the experiment performed

by Gaigalas et al,
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¢ (0 =1+ exp (-2q’0 0 exp (-2) . 1_(2) (3.117)

2 2
where 2 =g O (1 - cos (agt))/z (3.118)
0=8X% = NE /0 - (3.119)

and IO(Z) is the Bessel function

1 (2) = % z/2%* , wkn? . (3.120)
k=0

& is the width of the distribution of electrophoretic mobilities,

which gives an indication of theelectrokinetic polydispersity.

3.6.8 CORRELATION FUNCTIONS FOR THE AMPLITUDE OF THE

COMPLEX DOPPLER SIGNAL

The correlation of the amplitude of u(t) islo2
2 o .

<A(t) A(t") >=2n S da¢ S AdA S A"dr” p(a,0a,9,8¢0). (3.121)
o o o

The probability distribution p(A,8A,$,8¢) is given in eg. (3.84).

2 2 2
Thus, using 20 =<A > and p = exp (~-Dg 1),



<A(t) AT)> =—2—f [ a%? exp| —(A2+A‘2)/202/(1—02)] .
67(1-P7) o o

Io(pAA‘/(Uz/(l-p2))) dada’

=V @20 (1-0%))) 7872 exp (2" 2/ (20% (1-p2)°
o]

1 (3/2;1:p2A‘2/(202/(1-02))) an”

= ("/4) . 202/(1-92) . F (3/20 3/2: l,pz) (3.122)

where 1F1 and F denote the confluent and ordinary geometric functions,

" 1
respectively. According to Schatzel 05, eq. (3.122) can be approximated

by

<A(R)A(LD)>E (W/4) <A2>[l-((u/1r)-1) (0.92 exp (-2Dq2-:) +
0.077 exp (-4pg’t))] - (3.123)

Thus, the normalised amplitude correlation funhction is

<A(D)A(L" )>

> z (g/4) + (1-(yx/4))s 0.92 exp (-2Dq21) +
<A>

0.077 exp (-4Dq2T)) . (3.124)
Determination of the amplitude correlation function provides a

further means for obtaining diffusive information about the sample

under investigation.
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3.6.9 PROBABILITY DENSITY FUNCTIONS FOR THE AMPLITUDE OF

THE COMPLEX DOPPLER SIGNAL

From eqg. (3.88) it is clear that a probability density

function for the amplitude of the PALS signal exists,

2 2 2
p(A) = 2A/<A > « exp { -A /<A > } (3.125)
for a sample of identical particles.

However, the presence of large particles, such as dust,

may produce spikes in the histogram at higher amplitudes. Construction

of the amplitude histogram during a PALS experiment is useful
for assessing the general quality of the sample. It will be seen
later, though, that a "dust rejection" facility can be implemented

in the apparatus.

3.7 CHAPTER SUMMARY

This chapter has described how laser light scattering can
be used to study the dynamic behaviour of a colloidal dispersion.
The limitations of the classical LDE technique have been discussed
and an alternative signal processing scheme, based Upon that of
Schgtzel and Merzloz, has been described that enables very small

electrophoretic mobilities to be measured without recourse to high

electric fields. The advantages of the PALS technique over Schitzel

and Merz's original technique are discussed later.
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CHAPTER FOUR

INSTRUMENT DEVELOPMENT AND VALIDATION

4.1 BASIC STATIC FRINGE VELOCIMETER

The PALS apparatus described herein is an extension of
a static fringe differentialheterodyne velocimeter originally
1 .
developed by Parkins 06, who based his optical arrangement upon that
107 . . »
of Preece and Luckman . Figqure 4.1 illustrates the optical

arrangement used in the original apparatus.

4.,1.,1 OPTICAL COMPONENTS

The reasoning behind the choice of components by Parkins has
. . . 106 s s
been extensively described by him , hence it is only necessary to

list the components used in the basic apparatus.

All of the optical components are pin mounted on a 2 metre
aluminium optical rail (Ealing Beck 22-6928) using sliding carriers.
The rail is attached to a polished slate slab (193 x 30.5 x 2.5 cm3)
using levellingcross feet (Ealing Beck 22-7108). The slate bed,
in turn, rests upon two partially inflated rubber innertubes. The
slate bed and rubber tubes isolate the velocimeter from unwanted

environmental vibrations. The following list summarises
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static fringe velocimeter.




the optical components comprising the original apparatus,

3225-PC He-Ne laser, plane polarised, 5.4 mW,

Ao = 632.8 nm (Hughes Corporation), powered by Barr and

Stroud E1103 supply:;

Neutral density filter Ealing Beck 35-3701
Laser alignment mount " 22-1739
Transverse slide carriers " 22-4873
500mm biconvex research quality lens " 23-9095
Sliding grip lens holder " 22-8106
Transverse and vertical slide carrier " 22-4899
Steering mirrors " 23-5853
45° prism " 24-3824
20mm beamsplitter cube " 24-3931
Filter holder " 34-8847
Slide carriers " 22-4634

The laser produces a beam of diameter 0.83mm at its front mirror and
is operated in the TEMoo mode (i.e. single beam, Gaussian intensity
cross-section). The 500mm focal length lens serves to focus the beam
at the intersection point with a diameter of 0.42mm, thereby ensuring

that the resultant fringes are parallel, and non-divergent.
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4.1.2 PHOTODETECTOR

Parkins used a Malvern RF 313 photomultiplier (PM) assembly,
fitted with a reflex viewer, in conjunction with a Hoya 80-205mm
zoom lens and 25-85 mm extension tubes. This allows the image of
the crossed beams to be enlarged and focussed onto a 200 ym diameter
pinhole mounted inside the PM assembly. The photomultiplier tube
(PM tube) itself is a Thorn-EMI 9863 KB/100 with an S$20 photocathode.
Figure 4.2 represents the basic construction of a photomultiplier
tube. The principle of operation of a PM tube is as follows : a high
voltage (~ - 1.7 kV) is applied across thephotocathode and the anode.
A photon hitting thephotocathode results in the emission of an electron
from the cathode. This electron is focussed onto a series of electrodes
(the dynode chain). As the electron accelerates towards the anode,
amplification of the current occurs. The current detected at the
anode is linearly proportional to the intensity of the light falling
on the cathode. The efficiencf of the 520 photocathode at 632.8nm
is approx. 5%. Such PM tubes fulfill the requirements mentioned in
§ 3.3 for application in dynamic light scattering techniques. The
Malvern RF313 assembly contains electronics for conditioning the
anode signal for use by digital correlators. The raw, unamplified
anode signal is available at a "conhex" socket. The amplification

and processing of the anode signal are described later.
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4,1,3 ELECTRODE ASSEMBLY

The electrode assembly design used throughout this work is
that of Uzgirislog. Figure 4.3 illustrates the narrow gap electrode
arrangement. The cuvettes used in this work were 4mm path length
standard spectrophotometric cuvettes. The electrodes were made of
platinum strips (ex. Johnson-Matthey), typically 0.25 x 2 x SO mm3.
For aqueous electrolyte systems, where electrode reactions may result
in gas formation, the platinum was "blacked" using 1% w/w chloroplatinic
acid solution in conjunction with a suitable current supplyloe. The
deposition of platinum black onto the electrode surface increases
the capacitance of the electrodes thereby reducing the risk of
electrolysis. For non-polar dispersions, with small conductivities,
non-blacked platinum electrodes were employed. The electrode spacing
(typically 1 - 4mm) can be adjusted by changing the thickness of the
PTFE blocks used to construct the assembly. The electrode separation
can be determinedusing a clock gauge (0.0lmm resolution) mounted on a
stationary block near to the electrode housing, in conjunction with a
cross hair eyepiece mounted on the photomultiplierassembly. The
generation of the electrode drive signals is described in §4.2.3.
According to Uzgiris, this type of electrode assembly offers a number

of useful features :

i) it is easily dismantled, allowing quick sample changes and
easy cleaning,
ii) it allows high field strengths to be generated using

small voltages,
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and iii) electroosmotic flow inside the gap is eliminated.

The reduction in electroosmotic velocity by the use of
a.c. fields and deep sample cells has been discussed already
(§ 2.5.2). Parkins has confirmed that Uzgiris's design produces
constant uniform electrophoretic velocity profiles between the

electrodes.

4.1.4 SAMPLE CELL TEMPERATURE CONTROL

The original velocimeter design employed a simple water
jacket to provide thermostatting of the sample cell. This is
illustrated in figure 4.4. However, it was found that this design
produced undesirable vibrations, caused by the water flowing into
the jacket and striking the inner wall (point A in figure 4.4). For
the PALS processing, this was found to cause excessive interference.
Thus, the water jacket design was replaced by an aluminium block,
with a copper coil running through to provide good heat exchange.
Small pieces of card, wrapped in aluminium foil, were used to prevent
heat radiation transfer through the front and rear cuvette windows,
so as to minimise convective turbulence. The circulation equipment
consisted of a Grant Instruments W6 water bath, KA/TA heater/circulator
and CZl dip cooler to provide thermostatted water, and a Charles Austen
Pumps Limited CPl6-C pump to circulate the water around the thermo-
statting block, illustrated in figure 4.5. Vibrations induced by the

water flow through this design were found to be negligible.
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Figure 4.4: Water thermostatting arrangement as used by Parkins .
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4.1.5 SIGNAL PROCESSING

The first stage of development of the basic velocimeter was
the inclusion of a real-time spectrum analyser and the interfacing
of the analyser to a microcomputer. The spectrum analyser used with
the velocimeter is a Hewlett Packard 3582A real-time fast Fourier
transform (FFT) instrument. This provides an operating bandwidth
of 0 to 25 kHz with a possible resolution of 1/256 Hz. It also
provides input sensitivity ranging from 3 mV to 30V. An IEEE interface
is provided, allowing data (time domain or frequency domain) to be
transferred to a microcomputer. In this case, the microcomputer
is a Hewlett Packard Vectra PC {(an IBM PC/AT compatible). A simple
program, written in"GW-BASIC", has been developed to allow frequency
spectra, or time domain records, to be read from the analyser and

stored on floppy disc for later analysis or printing.

As mentioned above, the lowest input sensitivity for the 3582A
spectrum analyser is 3mV. Typical PM tube anode signals range in
intensity from 300 nV to 300 pV, depending on the scattering properties
of the sample under investigation. Hence, amplification of the anode
signal is required before the signal is processed by the spectrum
analyser. Filtering of the signal is also required in order to help
minimise unwanted high frequency noise and the pedestal signal, where

possible. Thus, a high quality, programmable band pass filter and




amplifier unit should be employed. A Barr and Stroud EF5 Electronic
Filter System was chosen. This consists of two EF5-01 programmable
high pass/low pass filter units operated in series. Each unit provides
an 8-pole Butterworth filter, programmable over a range of 0.01 Hz

to 9.99 kHz, and an amplification of 0dB or +20 dB (x10). Thus
amplification by a factor of 100 and flexible filtering of the anode
signal is readily achieved. Figure 4.6 illustrates the salient
features of the processing hardware for the basic velocimeter,
employing frequency analysis of the scattered light signal. Verification
of the accuracy of the velocity information obtained from the basic
instrument has already been performed by Parkins. Further verification
is given later in the section concerned with the improved apparatus,

both for frequency domain and phase domain processing techniques.

4.1.6 GENERAL PERFORMANCE OF THE STATIC FRINGE VELOCIMETER

Figure 4.7 shows time domain signals for ~ 500 nm diameter
silica particles dispersed in aqueous 10-3 mol dm-3 Na Cl solution.
Each trace represents a 1 second pericd of amplified and low-pass
filtered PM tube anode signal. The upper trace (4.7(a)) represents
the scattered light signal arising from the particles undergoing
random diffusion only. Some high frequency noise is also present.

The lower trace (4.7(b)) exemplifies how the scattered light intensity

varies sinusoidally as particles traverse the fringe region due to the
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application of an external field. 1In this case the electric field

was a 3.5 V square wave, of frequency 2 Hz, applied across an electrode
spacing of 1.6 mm. The corresponding frequency spectrum obtained

from the experiment generating the signal typified in figure 4.7 (b)

is shown in figure 4.8. In this case, the electrophoretic velocity

is easily determined. Diffusion broadening is not too severe and the
pedestal signal has been easily removed., However, from experience,

it has been found thatobtaining Doppler spectra of such quality
requires obtaining the correct dilution factor (typically 1 to 10
particles in the fringe volume) and an optimum field strength. Too
low a field strength makes pedestal removal difficult, whereas high
field strengths often result in bubble formation in agueous electrolytes
and convective turbulence. Figure 4.9 represents more typical
frequency spectra obtained for aqUeous systems. The two traces show
the spectra obtained with and without the electric field applied. 1In
this case, the pedestal signal is very dominant. High field strengths

are therefore needed in order to resolve the electrophoretic information.

In general, the basic static fringe velocimeter was found
to work adequately for a wide range of aqueous dispersions yielding
mobilities (of undetermined sign) in agreement with values obtained
f;om commercial instruments., (A comparison between the apparatus

developed for this work and a commercial instrument is given later).
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Figure 4.8: Frequency spectrum obtained for the experiment generating
time time domain signal typified in figure 4.7 (b).
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Figure 4.9: Typical static fringe LDE frequency spectrum obtained for
an aqueous dispersion.




However, it is the resolving power of the instrument when studying
non-agueous systems that needs to be considered, in particular for

non-polar dispersions of small mobility.

4.1.7 NON-AQUEQUS STUDIES WITH THE BASIC VELOCIMETER

The frequency spectra obtained for non-aqueous dispersions
using the basic static fringe apparatus were obtained in conjunction
with the electrode drive unit originally described by Parkins. He
used a custom-built power supply (Mains Interport Supplies), operating
in a constant voltage mode. The power supply can generate d.c.
voltages between 28V and 670V, The output from the supply unit is
connectea to a mercury relay switching unit to produce waveforms as
shown in figure 4.10. The pulse length, T, is variable between
80ms and 400ms. The dead time between each pulse, D (= 10ms), prevents
accidental short-circuiting of the power supply. The output from
the relay unit provides the signals for the electrodes. A variety
of non-polar dispersions were studied using the above electrode drive
hardware. Obtaining good quality spectra, and, hence, reliable
mobility values, proved to be very difficult. Figures 4.11 (a) to
4.11 (c) are three typical non-polar results. Each figure shows the
spectra obtained with and without the electric field applied. Reliable
determination of electrophoretic velocities from these spectra is
difficult. Many non-polar dispersions yielded spectra which showed

little difference when the field was applied. The examples shown
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here are for systems with relatively high mobilities (-~ 10-9 m2 s-l V-l).

Even for these systems, voltages of the order of 100 V need to be
applied across the electrodes. Clearly, for non-polar systems with
small surface charge densities/potentials, very high, undesirable
voltages will need to be employed. Furthermore, with the exception
of very large particles (~ 5 pym diameter), determination of the sign
of the electrophoretic velocity is very difficult. Large particles
can be seen directly through the PM tube assembly reflex viewer,

and their direction of motion determined by eye.

To overcome the serious limitations of the basic static
fringe apparatus, it was decided to incorporate the AWPS processing
scheme into the equipment. This scheme has been further developed

to produce the PALS technique.

4.2 DEVELOPMENT OF THE PALS EQUIPMENT

4.2.1 OVERVIEW

The development of the PALS equipment from the basic velocimeter

design involved three major modifications :

(i) the generation of moving interference fringes,
(ii) the determination of amplitude and phase information,
(iii) processing of amplitude and phase data in order to

generate AWPD/AWPS functions etc.
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Upon completion of stage (i) above, the apparatus was operated in

its spectral analysis mode. The improvement in spectral quality

over the static fringe apparatus will be demonstrated later.
Determination of the phase and amplitude information using phase-
sensitive detectors (described below) was performed using two

varieties of detector. The second design is the one from which further
developments were made. The software written to process the raw
amplitude and phase data evolved over a period of months, with new
features being added as the need arose. Complete listings of the

final (to date) source code, and associated support files, are given

in Appendix 2.

4.2.2 GENERATION OF MOVING INTERFERENCE FRINGES

In § 3.5.5, a method was described of shifting the frequency
of laser radiation by using a Bragg cell (AOM). In this section, the
hardware used to generate the necessary electrical signals for

suitable Bragg cells is described.

The choice of Bragg cell is dictated by the laser wavelength,
beam diameter and power, and the frequency modulation bandwidth
required. In the latter case, this is simply the frequency difference

required between the two beams (~ 1 - 2 kHz). The Isomet Model 1205C
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AOM was chosen for use with the 5 mW He-Ne laser. This AOM has an
operating centre frequency of 80 MHz, and, for a 0.4mm diameter

He-Ne laser beam, provides a modulation bandwidth at 80 MHz of

~ 5 MHz. The 1205C requires an RF signal of ~ 80 MHz to drive the
acoustic transducer, up to 0.6 W in power (+ 28 dBm). The

deflection efficiency of the Bragg cell being driven at 0.6 W for

the laser in question is quoted as 85% at 80 MHleg. Two other
features make this AOM a good choice for the PALS equipment. It has
good temperature stability and is relatively small (~ 51 x 16 x 22 mm3).
By incorporating two such Bragg cells into the velocimeter, two

RF signals are required of power + 28 dBm and frequencies wy and

Wy, + Aws' where Wy is the centre frequency of the Bragg cell

(80 MHz) and Aws is the shift frequency required between the two
beams. Figure 4.12 shows a block diagram of the electronics required,
in principle, to obtain the necessary Bragg cell signals. The

kind of mixer required to generate exp i (w_ + Aws)t from exp i w_ t

b

and exp i Aws t is a single side-band modulator (SSBM). 1In choPSing

b

an SSBM, it is necessary to realise that thermal fluctuations in the
electronics may cause unpredictable frequency drifts of the Bragg cell
signals. It was found that commercially available SSBMs could not
provide the necessary thermal stability and narrow operating bandwidth
without resorting to customised modification of existing:'units. This
was considered to be too expensive. Hence, a custom-built modulator
was used (Read Electronics, Clifton, Bristol). This is a mains powered

unit with one input and two outputs. The input is the signal from the
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low frequency generator, which will act as the reference signal

for the phase demodulation, and the two putput signals are 0.6W RF
signals., One is 80 MHz and the other is 80 MHz + Aws. The unit does
not generate the 80 MHz signal directly and then mix it with the

low frequency signal. 1Instead, it generates two intermediate

signals, one at 10.7 MHz and the other at 69.3 MHz. The 80 MHz

signal is generated by simply mixing the two intermediate signals.

The upper side-band signal is obtained by first mixing the 10.7 MHz
signal with the low frequency signal and then mixing this with the
69.3 MHz signal. Any thermal fluctuations occurring in either interm-
ediate signal will affect both RF outputs to the same degree. This
provides very good frequency difference stability between the two
Bragg cell signals. The SSBM unit accepts an input signal with an
amplitude between 0.5V and 10V. A variable potentiometer enables the
level of the signal to be optimised for the mixing circuitry. The two
output signals have the desired power of 0.6W (into a 50Q load). The
frequency of the input signal can range from 500 Hz to~ 2,5 kHz. Outside

this range, the unit's performance is reduced.

The power of the deflected (i.e. frequency shifted) laser
beams depends on the incident beam's power and the amplitude of the
Bragg cell drive signal. It is, therefore, very important that the
Bragg cell drive signals have constant amplitude. Unfortunately,

however, it was found that the RF signals from the SSBM unit are
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amplitude-modulated at the frequency of the reference signal. This

is a very undesirable situation since the PALS technique involves
measuring the phase of a signal relative to the reference signal.

The amplitude modulation on the Bragg cell signals causes the laser
beams to be amplitude-modulated at Aws' too. This manifests itself

as an unwanted component in .the scattered light frequency spectrum,
occurring at Aws. Any phase measurements will thus be underestimated
if this interference is too strong. This is similar to the problem
described by Sch;tzelsz, where crosstalk between the Bragg cell drivers
leads to an unwanted signal at Aws. Since all velocity information
obtained for a sample is derived from phase changes of the scattered
light signal relative to Aws, the amplitude-modulation interference
must be minimised. This can be achieved by over-amplifying the two
Bragg cell signals before they enter the Bragg cells. Two Merrimac
GAM - 30 - 150 RF power amplifiers are used. These have a gain of

+ 30 dB, hence, befOre amplification, the two Bragg cell signals

pass through Merrimac AR-2 20 dB variable attenuators. The amplifiers
are powered by a + 20 V d.c. power supply unit built in-house.
Unfortunately, the maximum power output from the amplifiers is

+ 17 dBm, which is somewhat lower than the desired + 28 dBm required
for the Bragg cells to operate at maximom efficiency. However, the
advantage gained by removing the amplitude modulation interference far

outweighs the reduction in beam power arising through the use of + 17dBm

signals.

—_ 111



The low frequency signal generator used to provide the reference

signal is a Thandar TG102 function generator. This can generate triangle,
square or sine waves with amplitudes from 30 mV to 10V over a

frequency range of 0.2 Hz to 2 MHz in 6 overlapping decade ranges.

Figure 4.13 illustrates the electronic arrangement for generating

the required moving interference fringes. A schematic diagram of

the optical arrangement for generating the moving fringes has already

been given in figures 3.12 and 4.1.

Initial verification of the generation of moving fringes,
with a fringe frequency equal to that being geneiated by the low
frequency signal generator, was first performed by placing a piece
of frosted glass at the beam intersection point, to act as a stationary
scatterer. The scattered light signal from this glass can be observed
using the spectrum analyser. It was found that a very sharp frequency
component at Aw_ was obtained, with some mains interference occurring
at lower frequencies. By alternately blocking each of the beams
from falling on the frosted glass, it was possible to minimise the
amplitude modulation probdem by varying theattenuator settings of the
AR~2 units and the SSBM input gain control, until the frequency spectrum

for the scattered light from a single beam showed little or no Aws
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component. It was discovered later that even with the laser and PM
tube turned off, a sharp peak at Aws was sometimes observable. However,
when the PM tube anode was disconnected from the filter/amplifier, the
Aws component completely disappeared; i.e. the PM tube assembly itself
can act as a radio receiver, picking up stray signals from the Bragg
cell signal RF circuitry and heterodyning them to produce a weak

signal with frequency Aws. This problem was alleviated by ensuring
that the screened co-axial cable connecting the SSBM to the attenuators

was routed away from the PM tube assembly.

All experiments performed using moving fringes were performed

. o . .
at a scattering angle of 15.4 in air, unless stated otherwise.

4.2.3 CONVENTIONAL PROCESSING USING THE MOVING FRINGE

VELOCIMETER

As has been explained in Chapter 3, the incorporation of moving
interference fringes into a basic velocimeter enables the pedestal
signal to be removed and the sign of the observed velocities to be
resolved. Figure 4.14 shows the moving fringe frequency spectra obtained

for a dilute aqueous dispersion of * 2 ym diameter polystyrene latex
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(a)
FREQUENCY SPECTRUM FOR PSLg(—)6 IN WATER
FIELD: OFF

Amplitude / arb.

T T T I T T

~128.0 0.0 128.0
Frequency shift / Hz

(b)
FREQUENCY SPECTRUM FOR PSLEl(—)G IN WATER
z (square)

FIELD: 2V / 1.56 mm at 2.51

Amplitude / arb.

—128.0 0.0 128.0
Frequency shift / Hz

Figure 4.14: Moving fringe LDE spectra for~ 2 pm diameter polystyrene
latex particles dispersed in water:
(a) with no field applied,
(b) with square wave field applied.



particlesllo, (a) without the field applied and, (b), with the field
applied. OHz corresponds to the fringe frequency, in this case 1.955kHz.
The general characteristics of these spectra are in excellent

agreement with the expected spectra as depicted in fiqure 3,13,

It is evident that this particular sample exhibits a slight poly-
digpersity in its electrophoretic mobility, resulting in an increased
broadening of the Doppler peaks. The small peak at OHz in case (b)

is an example of the amplitude modulation problem described earlier.
However, this sample was studied before the realisation that the

PM tube assembly can act as a radio receiver. Since then, the presence
of sharp peaks at the centre frequency only arises when studying
samples with very low scattering properties, which requires higher

amplification of the PM tube anode signal,

The presence of two electrophoresis peaks in spectrum (b)
arises from using a square wave electric field for the reason described
previously. The electrode drive signals are generated using a Thandar
TG-102 function generator, as used to provide the "reference" frequency.
In addition to the general features of this unit described in the
previous section, it also provides a variable d.c. offset facility and
a synchronous TTL-compatible trigger signal. Either of these two
facilities can be used to help determine the sign of the electrophoretic
mobility of the sample under investigation. Addition of a d.c. offset
to the electrode drive signal will displace the frequency spectrum

linearly in a direction dependent on the sign of the mobility of the
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sample. The actual direction of displacement of the spectrum depends
on the relative geometries of the moving fringes and the electrodes.
Alternatively the TTL trigger can be used in conjunction with the

HP 3582A spectrum analyser's external trigger facilitylll, such that
informatién is only gathered by the analyser when the electrode
signal is positive (or negative). Hence, only one electrophoresis
peak will appear in the frequency spectrum. Iﬁ general, the former
d.c. offset option is more convenient, though, perhaps, less

versatile.

Figure 4.15 shows frequency spectra obtained for an aqueous
dispersion of cross-linked polystyrene latex particles (PSLX-PP-1,
see § 5.3 for preparative details) undergoing electrophoresis
in a low frequency, square wave field obtained using (a) moving
fringes and (b) static fringes. The same sample was used in both
cases and the spectra were obtained within 2 minutes of each other.
The improvement in resolution and signal to noise ratio by using
moving fringes is clear. Figure 4.16 shows the moving fringe spectra
obtained for the same particles dispersed in ethanol, both in the
absence of an applied field (a), and in the presence of an applied
square wave field (b). Hence, it would appear that the mowing fringe
velocimeter can yield good quality frequency spectra for non-aqueous

-9 2 -1
samples with relatively high electrophoretic mobilities ( 10 m s

-1
v ).
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Figure 4.15: Classical LDE spectra for -ve aqueous polystygine
latex dispersion. Electric field = 7.74 kV m =~ at 3.0 Hz
(square wave). (a) shows spectrum obtained using
moving fringes and (b) shows spectrum obtained using

static fringes.
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FREQUENCY SPECTRUM FOR PSLX—-PP—1 IN ETOH
FIELD: OFF

Amplitude / arb.

~128.0 0.0 128.0
Frequency shift / Hz

(b)
FREQUENCY SPECTRUM FOR PSLX-PP—1 IN ETOH
FIELD: 6V / 1.56 mm at 2.51 Hz (square)
MOBILITY: +/— 6.39e—9 m2/Vs

Amplitude / arb.

0.0 128.0

Frequency shift / Hz

-128.0

Figure 4.16: Moving fringe LDE spectra for cross-linked polystyrene
latex particles dispersed in ethanol:
(a) with no field applied.
(b) with square wave field applied.



4.2,4 MEASUREMENT OF AMPLITUDE AND PHASE INFORMATION -

THE PRINCIPLES

The determination of the amplitude and phase of the
scattered light signal, relative to the reference signal, can be
achieved in a number of ways. Schatzel and Merzlo2 used a full-wave
rectifier and boxcar integrator to determine the amplitude of the band-
pass filtered Doppler signal. Integration of the signal over a
time approximately equal to one Doppler period provides an estimate
of the amplitude. They used a 256 kHz clock generator to create
their 1 kHz reference signal. The phase difference between the
Doppler signal and the reference is determined by timing the length
of a Doppler period, using the 256 kHz clock to drive a suitable

counter.

An alternative method provides a direct measurement of the
amplitude-weighted phase difference (i.e. Q(t) = Alt)s ¢ (t))az.
Consider the two signals represented in figure 4.17. When the filtered
Doppler signal crosses zero, a timer is started. When the timer
reaches one quarter of the reference period, T, the Doppler signal
is sampled to provide an estimate of the amplitude. After one complete
reference period, the Doppler signal is sampled again. At this point,
the signal is proportional to sin ¢(t), which, for small 9, can be

approximated to ¢(t). The proportionality constant is the amplitude.
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Figure 4.17: Sampling scheme to obtain Q(t) directly from
the Doppler signal (after ref. 82).



Hence, the signal measuredone reference period after the initial
zero crossing is A(t) ¢ ¢(t) = Q(t). This sampling scheme can,

in principle, be performed either by hardware or software. However,
the latter choice would involve using a computercapable of reading
and processing data at a rate of one sample every microsecond if
good phase and amplitude resolution are to be obtained for signals

with frequencies of the order of 1 kHz.

A more commonly-employed method for the determination of
phase is that of phase-sensitive detection. This is the method
chosen for use in the apparatus described here, primarily due to the
availability of suitable equipment. The basic principles of

operation for a phase-sensitive detector (p.s.d.) are as follows112

Consider the schematic circuit in figure 4.18. When the reference

voltage, V is positive, the switch (transistor) is closed, allowing

Rl
the signal current to flow through the load resistor, thereby
generating an output voltage, Vo' proportional to the signal voltage,

vs. Clearly, if Vs is in phase with Vv_, then the output voltage will

R
simply be the half-wave rectified form of Vs. This is shown in

figure 4.19. If the:signal is 90o out of phase with the reference
(i.e. Vs is in quadrature with VR), the output from the detector

will resemble that in figure 4.20. Hence, if the output from the
detector is integrated and smoothed, a d.c. voltage will be obtained
proportional to the in-phase component of Vs relative to VR' In fact,

if the reference voltage is VR sin URt and the signal voltage is

Vs sin (th + ¢), the detector output will be a d.c.Voltage proportional
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to Vs cos ¢. The operation of the p.s.d. may be thought of as
frequency demodulation of Vs about a centre frequency wR. Practical
designs use a 2-way switch to utilise both positive and negative

parts of the signal. A more detailed explanation of such "balanced"

p.s.ds can be found in Phillipslls.

If the reference voltage is phase-shifted by 900, then
the corresponding p.s.d. output will be proportional to Vs sin ¢.
For the sake of argument, it will be assumed that the gain of the
output stage of the detector is such that the proportionality constant
for the output voltage is unity. Thus, by using two p.s.ds, driven
in quadrature, two signals can be obtained, Vs sin ¢ and Vs cos ¢.

Clearly,
V_ = /({V_ sin ¢)2 + (V_ cos ¢)2) (4.1)
s s s
-1 .
and ¢ = tan (Vs sin ¢/Vs cos ¢) (4.2)
Therefore, both the amplitude and the phase of the input signal,
relative to the reference signal, can be readily obtained. Figqure

4.21 shows a schematic diagram of how this may be incorporated into

the velocimeter design.
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4.2.5 INITIAL PHASE~SENSITIVE DETECTOR HARDWARE USED FOR

PALS APPARATUS

The initial type of p.s.d. incorporated into the velocimeter
is the Brookdeal 9412A p.s.d. Thi§ model performs the process described
above and provides the necessary amplification and post-detector filtering
required. Input signal sensitivity can range in amplitude from
1 mV rms to 100 mV rms, to produce maximum output signals of * 10vV.
The reference signal supplied to the detector can be any symmetric
waveform of amplitude 1V to 100V. The operating bandwidth of the
9412A p.s.d. is 0.3 Hz to 3 MHz. It has already been stated that
the reference signalgenerator is a Thandar TG-102 unit, which-also
has a synchronous TTL output signal. Thewaveforms shown in figure
4.22 represent the TG-102 outputs when generating sinewaves. The
9412A p.s.d. converts a sinusoidal reference signal into a squarewave.
Thus, the TG-102 generator can provide two reference signals in quadr-
ature, each driving a 9412A p.s.d. The Barr and Stroud EF5 filter/
amplifier unit is used to amplify and band-pass filter the Doppler
signal before being processed by thep.s.d. units. The amplification
provided by the EF5 unit and the p.s.ds is optimised to produce
output signals with voltages typically in-.the range of 3 - 10V.

Figure 4.23 shows a schematic block diagram.of the equipment used for
obtaining the amplitude and phase information of the Doppler signal.
The means of inputting the p.s.d. outputs into the computer are

discussed in the next section.
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Figure 4.22: Relationship between TG-102 output signal
and synchronous TTL signal.
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4.2.6 ANALOGUE-TO-DIGITAL CONVERTER REQUIREMENTS

In order to process the two p.s.d. output signals from the
basic PALS hardware, an analogue-to-digital converter (ADC) is required,
which produces digital representations in a computer of the two
analogue p.s.d. signals. The ADC should possess at least two
independent analogue-to-digital (A/D) channels, capable of reading
the signals from both p.s.d.s simultaneously. It should have an
on-board programmable clock, such that data can be input at a known,
fixed rate., The ADC should be capable of reading in data at a rate equal
to the reference frequency. For a frequency of 2 kHz, this requires
A/D conversions occurring in less than 500 ps. A PALS experiment
will be performed such that batches of, say, 50 data point sets
are input consecutively into the computer's memory for processing,

For a typical sampling rate of 1 ms-l, this involves transferring
2000 numbers per second from the ADC to the main computer's memory.
Although this throughput rate could be achieved by using a suitable
piece of software, it means that the main processor is dedicated to
data capture. Processing of the raw data would need to be performed
at the end of the experiment or between each batch of data being
input. The latter case would mean that the data processed would not

be continuous, and both schemes would add an undesirable processing

overhead to the duration of the experiment. Fortunately, the HP Vectra
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PC, in common with most IBM PC4compatible computers, possesses a direct
memory access (DMA) controller. DMA allows a peripheral device,
such as a hard disc, to access the computer's main memory whilst

the central processor is busy. 1In effect, it means that the
peripheral device and the processor can use the same memory
simultaneously without bus management problems occurring. An

ADC with a DMA facility would allow raw data to be placed in memory
whilst the main computer processesa previous batch of data. By
writing suitable software, real-time processing of the amplitude

and phase data could be achieved. The means of realising this is
described later. One final requirement of the ADC is that it should
have an externally-driven trigger facility; i.e. transfer of a

batch of data should commence at a point in time determined by,

in the PALS case, a fixed point on the electrode cycle. It should
also be possible, when required, to override the external trigger,
to allow asynchronous/continuous processing of the raw data. The

reasons for this have been explained in chapter 3.

The ADC board chosen for use in this work is a Data
Translation DT2818 Simultaneous Sample and Hold Single Board Analogue
and Digital Input/Output System. The DT2818 provides 4 A/D channels,
2 D/A channels and 16 digital I/0 lines. Voltages presented to the
A/D inputs are sampled within a 500 ns window and then converted to
12-bit digital numbers. The maximum throughput for A/D conversioéns

is 27,500 samples per second, thereby allowing SaMpling rates of
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13.75 kHz for two channels or 6.875 kHz for all four channels.

The input voltages can range from = 10V to + 9.9952 V, yielding
12-bit binary numbers in the range 0 to 4095. Hence, the DT2818
ADC board can measure input voltages to an accuracy of 4.88 mV
(0.024% full scale). The on-board clock is programmable in multiples
of 1.25 ps. An external clock may be supplied, and the trigger used
to commence convefsions may be internally or externally generated.
The digital-to-analogue channels provide -10 V to + 9.9952 V outputs
with 12-bit resolution. The digitial I/0 lines provide a means of
sensing or controlling TTL-level compatible control lines from

other pieces of hardware. For further, more detailed information
about the DT2818, such as programming, the DT2818 User Manual should

1
be consulted 1 .

Physical connections between the external hardware and the
DT2818 board are made by use of a Data Translation DT707 Screw
Terminal Panel, connected to the DT2818 by a l=-metre 50-way ribbon

cable.

4,2.7 SELECTION OF PROGRAMMING LANGUAGE AND GENERAL

SQFTWARE OVERVIEW

Borland's Turbo Pascal Version 4.0 compiler was chosen as
the programming language for development of the PALS software. This

is a high-performance compiler, offering many useful features, including
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the ability to access the host computer's low-level input/output
ports and disc operating system (DOS). The former is necessary
since this allows the DMA controller and the ADC board to be
programmed using Pascal. The access to DOS facilities greatly
aids the development of the data storage/retrieval aspects of the
software. Turbo Pascal's "unit" concept115 allows low=level
routines to be developed and stored in "units", which behave as
command libraries. Other programs can then access the commands
defined in the units at a higher, more easily-understood level

(from the programmer's point-of-view).

For example, all the necessary routines to program the
DT2818 A/D board are defined in a unit called "DT2818" and can be
accessed by any Pascal program. The software developed for the
PALS equipment can be visualised as existing in a number of lévels.
At the lowest level are the raw, low-level routines. Above that are
some high~level routines, which use the low-level routines, and
perform tasks such as inputting data from the ADC into memory, via
the DMA controller. 1In the next level are the procedures for
performing a PALS experiment, such as initial configuration of the
ADC, determination of experimental parameters, data acquisition and
data processing. Finally, the highest level can be considered as the
user interface. This provides a menu-driven, user-friendly means
of performing PALS experiments, with a variety of ways of storing/

outputting the results. The user does not require any knowledge of
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how the ADC or DMA programming functions.

The other facilities provided by the compiler make it a
good choice for this work. Firstly, it provides versatile, high-
level.procedures for generating graphical displays. Secondly, the
compiler supports floating-point maths co-processors. Most
microcomputers perform floating-point arithmetic using low=level
software routines, which are comparatively slow. IBM PCs (and
compatibles) can use a co-processor to perform floating-point
arithmetic using hardware, which is much faster. The computer used

for this work has a 80387 floating-point maths chip.

The first version of the PALS software performed all its
mathematical operations using explicit floating-point arithmetic. A
detailed description of this temporary version of the software at this
point would be superfluous. A description of the final version of

the software accompanies the source code listing, given in Appendix 2.

4.2.8 PRELIMINARY SOFTWARE TESTING

Testing of the data acquisition, processing and function
fitting routines was achieved by using a sinusoidal waveform, from
a TG-102 generator, to represent the scattered light signal. The
radial frequencies of this signal, wgr and the reference signal, wg?

were determined using the spectrum analyser. Construction of the
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AWPD function should yield a straight line, passing through the origin,
with gradientwS -wo rad s-l (§ 3.6.3). This was found to be

the case. The fitting procedure used for all functions determined

from a PALS experiment isa least-squares approximation method,

employing Gaussian elimination with partial pivoting. The Pascal
source code is providéd by Borland as part of their "Numerical Toolbox".

This method can be used for fitting data to any linear combination

of variables.

4.2.9 INITIAL INSTRUMENT VALIDATION

A dilute ‘disprers\ion of "~ 200 nm diaméiéez%, zeolite péétiéi»ets‘i;i
ethflene glycol (ex. Unilever plc) was used to confirm thatvthe |
PALS hardware yielded the expected amplitude and phase information
for a sample undergoing moticn in the absence of an electric field
and in the presence of a sinusoidal and square-wave field .

Figures 4.24 (a) - 4.24 (c) show the p.s.d. outputs and corresponding
amplitude and phase information for the zeolite dispersion (a) with
no field applied, (b) witha squarewave field applied and (c) with

a sinusoidal field applied. In each case, the y-axis scale for the
phase data represents the equivalent of one fringe spacing. For case
‘(a), the phase data shows that both high frequency mains interference
;and élight diffusive contributions are presént. Case kbf:shoﬁs.tﬁét

the response‘of the ‘particles to a squarewave field changing. polarity.
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can be considered instantaneous. It can also be seen that as

the amplitude of the scattered light signal diminishes, the noise
contribution in the phase information increases. Case (c) provides

a good example of a sinusoidal phase change occurring for particles
undergoing electrophoresis in the presence of an applied sinﬁsoidal
field. 1In this case, the amplitude of the oscillation of the particles
is approximately half afringe spacing equivalent. Thus,
qualitatively at least, the PALS hardware so far described yields

the expected time domain information. Figures 4.25 (a) and 4.25 (b)
show the time domain signals for an aqueous polystyrene latex
dispersion, both in the absence of an electric field, (a), and in

the presence of a sinusoidal field, (b). The diffusive contribution
is more prominent in this case than for the zeolite dispersion, since

the viscosity of ethylene glycol is ~ 20 times that of water.

Figure 4.26 shows the experimental AWPD function obtained for
a dilute dispersion of polystyrene latex particles indilute aqueous
potassium chloride solution. The leastsquares fit is superimposed
on the experimental data. As can be seen, excellent agreement is
found between theory and experiment. However, the magnitude of the

-8 2 -1 -1
m s

determined mobility, 1.08 x 10 Vv 7, is lower than determined

using the classical frequency analysis processing scheme. Figure
4.27 shows the frequency spectrum ob tained for the same dispersion.
-8 m2 s-l V-l

This spectrum yields a mobility of 3.66 x 10 . It can be
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Figure 4.26: AWPD function obtained for a dilute dispersion of

polystyrene latex particles in dilute KCl (aq) subjected
to a sinusoidal electric field.
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4.27: Moving fringe LDE spectrum for a dilute dispersion of

ure . ‘
= polystyrene latex particles in dilute KCl (ag) subjected

to a square wave electric field.




seen that there exists a very sharp frequency component at ~ 2020 Hz,
which arises through the reasons already described in § 4.2.2.
Initially, it was thought that the underestimation of mobilities

from the AWPD function, compared with spectral analysis, arose

as a result of the centre frequency interference. However, the
interference can be minimised, as described earlier, until no
detectable interference is present. The following results from a
study of ~ 200 nm diameter rutile (TiOz) particles dispersed in

10-3 mol dm_3 aqueous potassium chloride solution help to highlight
this problem. The mobility of the rutile particles was determined
using classical LDE and from the AWPD function, as a function of

the attenuation of the LF input signal to the SSBM. The potentiometer
is scaled from 2 (maximum attenuation) to 14 (no attenuation). Figure

4.28 shows that the PALS-determined mobility, is consistently

PALS’

lower than the 1DE-determined mobility, pLDE' At the optimal attenuation
setting (3 to 4), no centre frequency interference was detectable,

hence another reason is required to explain the underestimation of
velocity information using the phase analysis scheme.

Figure 4.29 shows how y for the rutile dispersion varies

PALS
as a function of applied field strength and frequency. It is apparent
that there exists a "mobility window" where “PALS and YIDE agree,

within experimental uncertainty. However, the use of too low or

too high field strengths leads to underestimation of uPALS' The
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XCl (aq) as a function of SSBM input level.
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problem of too high field strengths arises through the limited
bandwidth of the p.s.ds, and the problem of too low field strengths
probably arises through the p.s.d. circuits being rather noisy.

The p.s.ds are mid-1970's technology and, hence, their signal-to-noise
ratio performance characteristics for weak, slowly changing signals
are somewhat poor. Clearly, the underestimation problem at low

field strengths is undesirable, especially for the study of non-polar
dispersions, where it is hoped that relatively low field strengths

could be employed. The solution to this problem is described later.

4.2.10 PRELIMINARY STUDIES OF NON-POLAR DISPERSIONS

USING PALS

The apparatus so far described is capable of applying
sinusoidal signals up to 10V across the electrodes. It was
realised that this would not be enough for studying non-polar dispersions
with small mobilities (10-10 to 10-11 m2 s-'1 V-l). Hence, an
amplifier was built (by the University of Bristol Chemistry Department
Electronics Workshop) to amplify the electrode signal by a factor
of ~ 10. Figure 4.30 shows the output voltage of the amplifier
as a function of the input voltage at a fixed frequency of 50 Hz.
Figure 4.31 shows the frequency response of theamplifier at a fixed

input voltage (0.0971 V rms). Thus, it is readily seen that the

amplifier has a uniform gain of 11l.11 (+ 20.9 dB) for input signals
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Figure 4.31: Graph to illustrate flat frequency response
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up to 10V in amplitude and 100 Hz in frequency. The amplifier was
found to work equally well for square waves and sinusoidal waves.
The input signal is obtained ‘from the TG-102 generator, and the
output is connected to the electrodes, enabling maximum voltages

of * 111V to be applied to dispersions,

A dispersion of «~ 200 nm diameter rutile particles in p-xylene
(1, 4-dimethylbenzene) was chosen as the system to test the ability
of PALS to determine mobilities of non-polar dispersions. Figure
4.32 shows the AWPD function (experimental data and least Squanes fit)
for a dilute rutile/p-xylene system. Thus, qualitatively at least,
good quality AWPD functions can be obtained for non-polar dispersions.
A quantitative study was performed by measuring pPALS and “LDE for
the rutile/p-xylene system both as a function of trace water content
at fixed particle concentration and as a function of particle concent-
ration at fixed water content. In all cases, the water concentration
was determined using the method described in the next chapter, after
mobility measurements had been made. The p-xylene was dried in the

manner described in the next chapter. Figure 4.33 shows how p d

paLs 2"

M. DE vary as a function of trace water concentration (for PALS

mobilities, applied field = 32 V across 1.56 mm at 46 Hz; for LDE
mobilities applied field = 32 V across 1.56 mm at 4.6 Hz),

Qualitatively, ¢ shows the same trend as MipE’ but the former is

PALS E

underestimated by ~ 50%. In figure 4.34, “PALS is also underestimated.
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The underestimation becomes particularly severe as the mass fraction

> to 10”° mass

of rutile in the dispersion becomes very small (10
fraction). It is believed that the underestimation therefore arises
through the rather poor signal-to-noise ratio of the p.s.d. units

used. If this were the case, then modern, state-of-the-art p.s.d

units would overcome this problem.

4,2.11 INCORPORATION OF A LOCK-IN AMPLIFIER FOR PHASE-

SENSITIVE DETECTION

A lock-in amplifier (LIA) is essentially a phase-sensitive
detector, combined with pre-detector amplification and filtering
circuitry,iﬂ“ipost-detector filtering circuitry. A dual phase LIA
is an apparatus containing two p.s.ds, driven in quadrature. Thus,

a dual phase LIA is, in principle, suited for use in a PALS apparatus.
A state-of-the-art dual phase LIA (Princeton Applied Research
Corporation Model 5210) was obtained in an attempt to remove the
noise problem described in the previous section. This LIA was chosen
primarily for its excellent signal-to-noise characteristics (5 nV per
root Hz at 1 kHz) and its sensitivity (100 nV to 3V input range
yielding 10V full scale output). The 5210 LIA also provides pre- and
post-detector filtering. The pre-detector filtering may operate in
band pass, low pass, notch or flat modes. Line filters are provided

which can filter out frequencies at 50 Hz and 100 Hz. The use of band
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pass filtering, line filtering and a floating ground for the input
signal return allow the scattered light signal to be suitably
conditioned for PALS processing. The pedestal signal and any
mainsborne interference are removed, and only the frequency information
centred about the reference frequency is amplified. Hence, the

5210 LIA is the only piece of hardware required between the PM tube
anode and the ADC inputs. An internal programmable oscillator serves
to provide the reference frequency. This signal is available at the
front of the LIA via a BNC connector, thereby providing the LF

input signal for the SSBM. The frequency of the oscillator can be
accurately determined using the LIA's integral frequency counter. An
external signal may be used as the reference instead. The frequency
counter determines the frequency of the signal currently being used
as the reference. The internal oscillator produces the same pre-

programmed frequency, irrespective of the source of the reference.

The post-detector filtering provides various levels of
smoothing of the p.s.d. output signals, the minimum filtering time
constant available being 1 ms. This results in the two p.s.d.
outputs having bandwidths of ~ 250 Hz. For the generation of AWPD and
AWPS functions, this is not a problem. However, if the correlation
function for either of the p.s.d. outputs (i.e. the real or imaginary
components of the scattered light signal relative to the reference

signal) is required, the limited bandwidth will tend to £flatten the
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function for correlation times of the order of a few milliseconds.
The 5210 LIA provides an unfiltered p.s.d. output for one of the
channels, more suited to the construction of correlation functions.
However, this signal has a maximum output of 1V, rather than 10V.
Thus, before this signal reaches the ADC, it is amplified by a factor

of 10 using one of the EF5-01 filter units described earlier.

The 5210 LIA is fully programmable by computer, using
either an IEEE or RS-232 communications interface. For the PALS
apparatus the RS-232 interface is employed. Further details can be

found in Appendix 2 and in the 5210 LIA Manuallle.

The amplified and filtered scattered light signal is
available at the front panel of the 5210 LIA for monitoring purposes.
This signal can be fed into the 3582A spectrum analyser. The
availability of a frequency spectrum of the scattered light signal
during a PALS experiment'is very useful for detecting excessive thermal
convection or sedimentation/creaming of the sample, and for assessing
the general quality of the sample with regard to suitability for
analysis by PALS. Furthermore, by switching the electrode drive signal
generator from sinusoidal output to squarewave output, the PALS

apparatus can operate in the conventional frequency analysis LDE mode,
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4.2.12 ELECTRCDE DRIVE SIGNAL CHARACTERISATION

For the earlier version of the apparatus, the electrode
drive amplitude was determined using an oscilloscope and the electrode
drive frequency was determined using the spectrum analyser. However,
the incorporation of the 5210 LIA allows the electrode drive frequency
to be measured using the 5210's frequency counter. For electrode
drive amplitudes below 10 V, the amplitude can be determined using
one of the A/D channels of the DT2818 ADC board. Hence, the
PALS software can measure the electrode drive amplitude itself.
However, amplitudes above 15 V may damage the ADC and amplitudes
above 10 V will appear to be 10 V. Thus, an electronic conditioning
unit was devised which attenuates the signal presented to the ADC
by the factor of 10 (i.e. 20 dB attenuation) if the electrode drive
signal amplitude exceeds 10 V. A TTL-compatible signal from this unit
instructs the PALS software whether or not the signal is being attenuated.
If the amplitude is below 10 V, then the signal is unaffected. Hence,
the apparatus can automatically measure amplitudes ranging from 0
to 100 V without damage occurring to the ADC. LED indicators on the
front of the conditioning unit inform the user of the state of the TTL
signal. Figure 4.35 shows schematically how the unit is incorporated

into the apparatus. The conditioning unit was calibrated in the
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